
Construction of Combinatorial Objectspreliminary version 16.9.95 , extension of [43]R. Laue, Universit�at Bayreuth, Lehrstuhl II f�ur Mathematik (Informatik)Abstract. Isomorphism problems often can be solved by determining orbits of a groupacting on the set of all objects to be classi�ed. The paper centers around algorithmsfor this topic and shows how to base them on the same idea, the homomorphism prin-ciple. Especially it is shown that forming Sims chains, using an algorithmic versionof Burnside's table of marks, computing double coset representatives, and computingSylow subgroups of automorphism groups can be explained in this way. The expositionis based on graph theoretic concepts to give an easy explanation of data structures forgroup actions.1. A General Point of ViewA natural goal in mathematical theories is a full description of the objects that areinvestigated. This goal has been successfully achieved in some cases, for example all�nite abelian groups and with much more e�ort all �nite simple groups.More often one restricted the research activity �rstly to more modest problems like thepure existence of any object with some prescribed properties, for example in the case ofblock-designs or even when solutions for some optimization problem are considered. Astep further was taken in combinatorics where the number of objects was determined byingenious methods without any relation to a direct construction idea. For example thefamous P�olya-De Bruijn method of counting orbits of a group acting on sets of mappingsallowed to determine exact or approximate numbers of di�erent types of graphs, e.g.especially from a more practical point of view, the number of di�erent chemical isomersof a certain type [57, 11, 33].Now that scientists have more and more powerful computers available in some nontrivialcases the construction problem itself can be attacked successfully. Thus, some of theabove mentioned �nite simple groups have been constructed by the help of a computer,where the theoretical approach gave very restrictive necessary conditions for the exis-tence of some sporadic simple group. With respect to the mathematical description ofchemical structures to a certain extent the above mentioned counting approach could bereplaced by a construction process.The present paper aims at an introduction into some general methods for constructionalgorithms. Concrete results for special types of objects will serve as an example andhopefully give an impact for further applications in di�erent areas.We restrict our attention to isomorphism problems. More formally we assume that agroup is acting on a set of objects such that the orbits are just the isomorphism classesof objects. The stabilizer of one object then acts as a group of automorphisms on thatobject. The problems considered are 1



(1) decide whether two given objects are isomorphic, i.e. lie in the same orbit of thegroup,(2) give a full set of representatives for the isomorphism types, i.e. a transversal fromthe set of orbits.(3) determine the stabilizer of a given object.The method consists in exploiting structure theories for algorithmic purposes, basingdi�erent algorithms upon the same theoretical foundation.Let G be a �nite group, acting on some �nite set 
: Then the problem of determiningthe set 
=G = f!G j ! 2 
gof all orbits !G = f!g j g 2 Gg can be transformed into graph theory. For that purposewe assume that G is given by a set of generators S. We ask for algorithms determininga set � of representatives for 
=G; the set of orbits !G = f!g j g 2 Gg of G on 
; by- determining a function f : 
! G;which for each ! 2 
 computes some f(!) = g 2 G (as a word over S) such that!g 2 �;- determining for each ! 2 
 a set of generators for NG(!) = fg 2 G j !g = !g; thestabilizer of ! in G:The link to graph theory is the following de�nition.1.1 De�nition: Let G be a �nite group acting on a set 
: Let G be generated byS = fg1; : : : ; gdg for some d 2 N: Then the Cayley Action Graph1, CAG; for (
; S) isa graph with vertex set 
 and edges (!; !g) for all g 2 S and ! 2 
: Each edge (!; !g)is labeled by g:A Cayley Action Graph is a directed graph. But since each group element g formscycles on the set of points, a point !1 is reachable from a point !2 if and only if !2 isreachable from !1 via appropriate paths. Thus, there is no distinction between weaklyand strongly connected components of a Cayley Action Graph, and we therefore speakof connected components.The Cayley Action Graph is a generalization of the Cayley Graph where a group Gacts on itself by multiplication from the right. While in a Cayley Graph by the groupaxioms we have only one connected component a Cayley Action Graph may have severalconnected components. Since each g 2 G can be expressed as a word g = gi1gi2 : : : girwith gij 2 S; we have !g = (: : : (!gi1 )gi2 :::)gir : Thus, !0 lies in the same orbit as ! if1Termed after a suggestion of G. Butler. 2



and only if both lie in the same connected component of the Cayley Action Graph. Thetwo problems (1) and (2) stated above can now be solved by graph theoretic algorithms.A standard approach for computing connected components of a graph solves the orbitproblem.1.2 Proposition. 
=G can be determined in time and space0(j
j � d)Proof. See, for example, [30][ p. 287], and notice that each gi de�nes up to j
j arcs ofthe graph.The method consists in selecting an unvisited node as a representative and constructingby breadth-�rst search (or depth-�rst search) a spanning tree for the connected com-ponent containing the selected node until all nodes are visited. The result is a rootedspanning forest where the roots are the chosen representatives. We now deduce someproperties from such �xed spanning trees. For �1; �2 2 
 the spanning trees yield pathslabeled by words w1; w2 such that �w11 = !1 and �w22 = !2 are the corresponding roots.The points �1 and �2 lie in the same orbit i� !1 = !2 and then w1w�12 transforms �1 into�2:It is well known and easily proved that the right cosets of the stabilizer NG(!) of onepoint ! in G are in one-one correspondence to the points in the orbit of !: In terms ofthe spanning tree the words labeling paths of the tree from a root ! to the other pointsin the connected component of ! represent these cosets of NG(!) in G:Any element of NG(!) can be written as a wordw = gi1 : : : gir ; gij 2 S;which labels a path starting at ! and returning to !: Since each point � in that circlealso belongs to the chosen spanning tree, there exists already a word w(�) labeling atree path from ! to �:Therefore if w = w1gw2 for some g 2 S and !w1 = �1; �g1 = �2 then we have afactorization w = w1w(�1)�1w(�1)gw(�2)�1w(�2)w2: Here w1w(�1)�1; w(�1)gw(�2)�1; andw(�2)w2 label circles with ! as starting and end point.'& $%SSSSSS ������� --r rrro 7!
�1 �2gw1 w2w(�1) w(�2)
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The path label word w(�1)gw(�2)�1 is called a Schreier Generator of NG(!): Since wecan apply this factorization process to the subwords w1w(�1)�1 and w(�2)w2 recursively,we obtain the1.3 Theorem (Schreier): NG(!) is generated by Schreier generators.For a proof see also Lemma 6.2.2 of [29] or Lemma 7.1.2 of [33].Thus, a set of generators for NG(!) can be obtained from the spanning tree with root! by all elements w1gw�12 where w1 and w2 are path labels of the tree and g 2 S suchthat !w1g = !w2 :Note that we have to apply all generators g 2 S to all points in the orbit of ! to obtainall Schreier generators. As basic tools for handling stabilizers and orbits we now havethe set of words w(�) mapping � onto the orbit representative and Schreier generatorsfor the stabilizers of the representatives.We proposed above to use breadth-�rst search in the CAG to build a spanning tree.This has the e�ect that a vertex which can be reached from a vertex already in the treeby the generator currently considered will be added immediately to the tree. In a depth-�rst search this vertex might be reached by some longer path lateron. So the depth ofthe spanning tree should become smaller using breadth-�rst search. Consequently theword-length of coset representatives of the stabilizer NG(!) in G written as words in thegiven set of generators according to the path labels of the spanning tree will be short.A method, called double the cube, allows to �nd a spanning tree with an explicit upperbound for the depth of the tree [17]. Cubes Ci are constructed iteratively. The startingpoint is a cube C1 = fid; g1g for some generator g1 which does not �x !: In an iterationstep Ci is constructed from Ci�1: One has to �nd �rst an element g 2 S and a point
in!C�1i�1Ci�1 such that 
g is not contained in the set of points !C�1i�1Ci�1 : If no such gexists then the orbit of ! is already completely determined. Otherwise we have someelement h 2 C�1i�1Ci�1 such that !h = 
: We de�ne gi = h � g; apply gi to all pointsfound so far, and add the corresponding edges to new points to the spanning tree. ThenCi = Ci�1 [ Ci�1gi:The bound for the depth of the tree comes from the fact that jCij = 2i if Ci 6= Ci�1: Thisis clear for i = 1 and we assume it to be true for i�1 where i > 1: By the choice of gi weknow that gi 62 C�1i�1Ci�1 such that no product c �gi can lie in Ci�1 for any c 2 Ci�1: Thusthe number of elements in Ci doubles in each iteration step. Since obviously Ci � G;we have an upper bound log2jGj for i: By a careful choice of a datastructure for the sets!C�1i�1Ci�1 one obtains the following result.Theorem A spanning tree for a CAG has an upper bound 2log2jGj for the depth of thetree if it is constructed by the strategy of doubling the cube.Unfortunately the graph theoretic algorithms are not su�cient to solve our constructionproblems, since even linear time and space requirements are not tolerable. Let us havea look at a typical example. 4



Consider the set of multigraphs with set of vertices X = f1; 2; : : : ; ng and edge multi-plicities up to k; k 2 N: Each multigraph of this kind can be described by a mappingf :�X2 �! f0; : : : ; kg; assigning to each two-element subset fx1; x2g � X an edge mul-tiplicity, i.e. either 0 or some i; 1 � i � k:Two multigraphs described by mappings f1; f2 are isomorphic if and only if there is somepermutation � 2 SX ; the symmetric group on X; such that f�1 = f2; wheref�1 (fx1; x2g) = f1(fx��11 ; x��12 g)for all fx1; x2g 2 �X2 � : Thus, the orbits of SX acting on the set of mappings
 = f0; : : : ; kg�X2 �are just the isomorphism types.In many mathematical descriptions of multigraphs these are described by adjacencymatrices. We describe shortly the relation of that representation of a multigraph to ourdescription.If the vertices are arranged in some �xed order, X = (1; : : : ; n) for example, the i�thvertex may be used to label the i�th row and the i�th column of a matrix A: For amapping f :�X2 �! f0; : : : ; kg; describing a multigraph we de�ne for each pair (i; j) ofindizes A(i; j) = f(fi; jg):Then we obtain a symmetrical matrix, the adjacency matrix of f: This matrix caneasily be used as a data-structure to represent f in a computer, though a listing of theneighbours of each vertex and the corresponding edge degrees may be less space andtime consuming.Any permutation � 2 SX applied to the row and column labels will produce a newadjacency matrix A� for a graph isomorphic to the graph described by f . Thus, SXacts on the set of all adjacency matrices. A� = A is equivalent to f� �= f; such that theautomorphisms of f form the stabilizer in SX of A and the right cosets of Autf in SXcorrespond bijectively to the di�erent adjacency matrices of multigraphs isomorphic tof .Now let us return to the problem of �nding representatives for all isomorphism types ofmultigraphs for �xed k and n: Here the above described solution of the orbit problemwould require 0(k�n2�) space and time, which is infeasible. To solve this problem, wehave to exploit the special kind of this group action. Since similar problems occur withother discrete structures, a general method which applies to many kinds of group actionsis in order. 5



In mathematics structure theories often rely on the common concept of homomorphisms.A homomorphic image is a coarse version of the preimage structure and a sequence ofsuccessive homomorphisms describes a series of gradually coarser versions of the originalstructure. Going into the opposite direction then yields a stepwise approximation ofthe structure in question. This point of view shows that mathematical structure the-ory is a well developed mechanism for formalizing the top-down and divide-and-conquerparadigms of computer science. Homomorphisms can well be used to develop powerfulalgorithms. We formalize this observation for our problem of group actions.1.4 De�nition: Homomorphism of group actionsLet G1 be a group acting on a set 
1 and G2 be a group acting on a set 
2: A pair� = (�
; �G) of mappings, where �
 maps 
1 into 
2 and �G : G1 ! G2 is a grouphomomorphism, is a homomorphism of group actions if � is compatible with both actions,i.e. for all g 2 G1 and all ! 2 
1 (!g)�
 = !�
g�G :If both components of � are surjective � is an epimorphism, if both components arebijective � is an isomorphism.If two group actions (
1; G); (
2; G) are isomorphic with an isomorphism � then �carries orbit representatives and their stabilizers onto corresponding representatives andstabilizers. Thus, if isomorphisms of group actions can be found whole sets of solutionsof the orbit problem can be used many times. This can be used to describe large sets ofsolutions implicitely while still allowing an explicit listing on demand.Often we only need one group acting on di�erent sets. We therefore specialize to thissituation now. Let G be a group acting on two sets 
1 and 
2: A mapping ': 
1 ! 
2is a homomorphism with respect to G if for each g 2 G and ! 2 
1'(!g) = '(!)g;i.e. ' is compatible with the group action.We remark that a homomorphism ' induces a homomorphism of the Cayley ActionGraph for G acting on 
1 to the Cayley Action Graph for G acting on 
2: Any suchhomomorphism can be exploited for our algorithmic purpose:1.5 Lemma. Let ': 
1 ! 
2 be a homomorphism with respect to a group G acting on
1 and 
2:Then !; !0 2 
1 lie in the same G�orbit if and only if(i) there exists some g1 2 G s.t. '(!)g1 = '(!0) and(ii) there exists some g2 2 NG('(!)) s.t. !g2 = !0g�11 :6



Proof. Let !g = !0 for some g 2 G: Then '(!)g = '(!g) = '(!0): So let '(!)g1 = '(!0)and !g = !0: Then '(!) = '(!0)g�11 = '(!g)g�11 = '(!)gg�11 and gg�11 2 NG('(!)) andso g = g2g1 for some g2 2 NG('(!)): Then !0 = !g = !g2g1 implies !g2 = !0g�11 : 3This observation allows to factorize the problem of �nding orbit representatives. Wediscuss the two situations where we want to determine orbit representatives �rstly from
1 and secondly from 
2: We assume that we have already appropriate algorithms forsolving the problem in 
2 or 
1 at hand, respectively.We use the lemma for our aims of determining a set � of representatives for 
=G,a function f : 
 ! G such that !f(!) 2 �; and determining the stabilizer NG(
) foreach 
 2 �. Firstly we show how to reduce the generally large problem to a set ofcomparatively small problems of the same type.1.6 Splitting orbits.Let ': 
1 ! 
2 be a homomorphism with respect to a group G acting on 
1 and 
2:Let A be an algorithm computing '�1(!) for each ! 2 
2:Let B be an algorithm determining for � � 
1 closed under the action of U � G(i) a set �� of representatives for �=U;(ii) a function f�:�! U such that �f�(�) 2 �� for each � 2 �(iii) for each � 2 �� a set of generators for NU (�):Let �2 be a set of representatives for 
2=G and their respective stabilizers and letf2: 
2 ! G such that !f2(!) 2 �2 for each ! 2 
2Method:Initialize �1 as empty set.For each 
 2 �2Use A to compute '�1(
).Use B to determine a set �1(
) of representatives for '�1(
)=NG(
)and the corresponding stabilizers in NG(
):These stabilizers are already the full stabilizers in G:Add �1(
) to �1:We obtain f1: 
1 ! G such that !f1(!) 2 �1 for each ! 2 
1 as follows:Compute !0 = '(!):Compute f2(!0):Compute � = !f2(!0):Compute 
 = !0f2(!0):Compute f�(�) for � = '�1(
) using B;Set f1(!) = f2(!0)f�(�): 7



Homomorphism of Cayley Action Graphs
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 ?Of course one could apply algorithm B directly to � = 
 and U = G in 1.6. Thedecisive point is that the splitting technique reduces the sizes of � and U generally toa fraction of the original size, depending on ': Correspondingly also the running timewill become much shorter. A detailed analysis is given in the theorem below. In manysituations most orbits of G are very long, such that the stabilizer of one point is small.If already NG(!) = fidg for some ! 2 
2 then all points in '�1(!) lie in di�erent orbitsof G: In this case no further call to algorithm B is necessary.1.7 Example. As a �rst illustration of this strategy we again consider the multigraphsfrom above. Here G = SX acts on
1 = f0; : : : ; kg�X2 �:If we forget about edge-multiplicities we obviously obtain a simpler problem. This isformalized by ': f0; : : : ; kg�X2 �! f0; 1g�X2 �; where for each f :�X2 �! f0; : : : ; kg'(f)(fi; jg) = � 1 if f(fi; jg) > 00 if f(fi; jg) = 0Obviously this ' is compatible with the group action such that the lemma applies.8



So in the �rst step we have to �nd representatives for the isomorphism types of simplegraphs, i.e. multigraphs with edge multiplicities 0 or 1.For each simple graph f the preimages under ' are obtained by colouring the edges withmultiplicities up to k: The next step then consists in �nding the orbits of Autf; which isjust NSX (f); on the set of all edge colourings. It is well known, that most simple graphshave a trivial automorphism group and in such a case all colourings represent di�erentisomorphism types.This approach may be re�ned by enlarging the highest multiplicity gradually. Then�rstly multigraphs with edge multiplicity up to 2 are constructed as described. In thenext step only edges of multiplicity 2 are coloured by multiplicity 2 or 3. Of course theinverse is a mapping ' which in general reduces the highest edge multiplicity which isallowed in that step by 1. This is always compatible with the group action such thateach single construction step only considers the problem of assigning to the elements ofsome T � �X2 � values from a colour set of cardinality 2 only.This shows:1.8 Proposition: Algorithms which solve the problem of �nding representatives of orbitsof a group on a set of mappings with range f0; 1g and the corresponding stabilizers su�ceto solve the problem of �nding representatives of the isomorphism types of multigraphsand the corresponding stabilizers for any �nite edge multiplicity.For example colouring the complete graph with edge multiplicity up to 2 is equivalentto the problem of �nding all simple graphs.1.9 Corollary: For any �xed number of nodes only �nitely many orbit problems haveto be solved up to isomorphic group action for describing all multigraphs with arbitrarilyhigh edge multiplicity.Of course the proposition gives no direct description of time or space complexities. Thisdepends heavily on the number of solutions in each subproblem and the complexity ofthe unknown algorithm which is applied in the simple steps. So the best we can giveis a relative complexity in such cases where the cardinalities of the subproblems can bebounded. But this is a point of view which �ts well to object oriented programming,where the situation of using unknown algorithms simpli�es solving many in some respectsimilar problems.In algebraic settings a homomorphism has a kernel and all image points have equallymany preimages each forming a coset of the kernel. So there are many natural situationswhere we have a common global bound for the cardinalities of sets of preimages.We therefore give a general complexity result for such situations.1.10 Theorem. Let G act on 
0; : : : ;
n and let bi 2 N; 'i: 
i ! 
i�1 be surjectivehomomorphisms with respect to G; j'�1i (!)j � bi for all ! 2 
i�1:Let computing '�1i (!) take time � ci: 9



An algorithm P may compute for each U � G and any set � on which U acts a setR = rep(�=U) of representatives from the U�orbits on � and NU(r) for each r 2 R;in time a(j�j); where a:N! N is monotonously increasing.Then computing some rep(
i=G) stepweise for i = 0; 1; : : : ; n takes time bounded bya(j
0j) + nXi=1 a(bi) � ci � jrep(
i=G)j:If there are b; c 2 N with bi � b; ci � c for all i then the time is bounded bya(j
0j) + a(b) � c � n � jrep(
n=G)jIf moreover j'�1i (!)j = b; ci = c in each case thenn = 0(logb(j
nj)):yielding the time bound O(logb(j
nj) � jrep(
n=G)j)Again the proof is easy. For the last statement we point out that for each ij
ij = b � j
i�1jsuch that j
nj = bn � j
0j and n = logbj
nj � logbj
0j:This theorem shows that under very regular conditions the application of the homo-morphism principle reduces the time complexity logarithmically compared to the directapplication of the unknown algorithm to the original situation.In some situations the homomorphism principle can also be used in the opposite direc-tion. In such a case orbit representatives are known for the G�orbits on 
1: For eachrepresentative ! we have a description of its stabilizer by some set of generators and foreach point � 2 !G a word !(�) in the generators of the whole group can be determinedmapping ! to �: G also acts on a set 
2 and ': 
1 ! 
2 is a surjective homomorphismwith respect to G: We want to obtain a corresponding description of the G�orbits on
2:1.11 Fusing orbitsLet ': 
1 ! 
2 be a surjective homomorphism with respect to a group G acting on 
1and 
2:Let A be an algorithm computing '�1(!) for each ! 2 
2:Let �1 be a set of representatives for 
1=G:Let B be an algorithm determining 10



a function f1: 
1 ! Gsuch that !f1(!) 2 �1for each ! 2 
1:Let N1 be an algorithm computing for each 
 2 �1 a set of generators for NG(
):Method:We obtain �2 a set of representatives for 
2=G as follows:Initialize �2 = ;:Choose as set � of candidates for �2 the set of all '(
) for 
 2 �1:Until � is empty dochoose � 2 � and insert � into �2;remove � from �;compute '�1(�)and for each � 2 '�1(�)compute �f1(�) andremove '(�f1(�)) from �de�ne f2('(�f1(�))) := f1(�)�1:return �2:Now f2 is already de�ned for the images of representatives from �1:We obtain f2: 
2 ! G such that !f2(!) 2 �2 for each ! 2 
2 as follows:For ! 2 
2 compute '�1(!) using algorithm A:Choose some 
 2 '�1(!) and compute f1(
):Then f2('(
f1(
))) is already de�ned.If '(
f1(
)) 2 �2 thenreturn f2(!) = f1(
);else return f2(!) = f1(
)f2('(
f1(
))):We obtain N2 computing for each 
 2 �2 a set of generators for NG(
) as follows:Compute � = '�1(
) using algorithm A;choose some � 2 � which lies in �1;compute a set T of generators for NG(�) using algorithm N1:For each ! 2 � compute !f1(!) using algorithm B:If !f1(!) = � then add f1(!)�1 to T:return T: Homomorphism of Cayley Action Graphs11
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The proof of the correctness is easy and left as an exercise. We remark that in thecomputation of T the elements f1(!)�1 added to T form a full set of representatives forthe right cosets of NG(�) in NG(
): Thus, for a mere system of generators for NG(
)many representatives will not be needed.We have presented the algorithms without an explicit datastructure. Of course thenit is hard to give a concrete complexity estimation. Instead we only can give relativecomplexities depending on the complexities of various unknown functions. The unknownfunctions must be supplied by some class of objects and deliberately their implementa-tion should not be known to the outside of the class. Thus, we require certain predicatesto be ful�lled by these functions and by the algorithm again produce as well functionsful�lling certain predicates.Our group actions require a group G and a set 
 together with a possibility to applysome g 2 G to any ! 2 
: If the group action is known by the action of some generators,for example using appropriate functions, then we can evaluate the image of any point! under any word g1g2 � � � gl in these generators by computing !1 = !g1 and iteratively!i = !gii�1 for i = 2; � � � ; l: If the gi are stored as permutations then this evaluation needsl table lookups. If we have an induced group action each computation of an !i in theiteration might need a larger amount of time, but the storing of a full permutation isavoided. Alternatively one might have a datastructure which allows to compute a groupelement g equal to the given word and then apply this to the point !: The complexitymight be totally di�erent for all cases. But the higher level algorithms presented herecould be used without knowledge of the actual datastructures in the lower levels. Of12



course this is just the object oriented approach, we only emphasize that this approachneeds a handling of relative complexities which does not appear as self-understood inthe literature as the popular object orientation might suggest. Moreover we not onlyhave to give a complexity analysis for the algorithm computing orbit representatives butalso for the functions created there we have to give an estimate for their run time.Let us look at the fusion of orbits. There we �nd several prerequisites for the fusionprocess. Also there are not just sets of points in the result but also normalizers andfunctions determining for each given point in 
2 a group element mapping the pointonto its orbit representative. The group elements are given as explicit products ofelements given by input functions or inverses of such elements. One can return theseproducts to the datastructure and leave it to the lower level to decide whether an explicitcomputation of the resulting group element is appropriate or the product is to be storedas a word. Thus we assume that applying some function f will take time a(f):Running through �1 and computing �(
) needs j�1j�a(�) time. We assume that selectingsome candidate as the next representative to be processed takes constant time. Thenwe need a(��1) + j��1(�)j � (a(f1)m+ a(�) + a(invert) time for eliminating candidatesand computing f2 for these points. Here we denote by invert the function which invertsa group element.Analogously the time for determining the stabilizers of the orbit representatives isbounded by j�2j � a(��1)(a(N1) + j��1(
)j � a(f1) � a(invert)):The run time of f2 will be a(��1)+ a(f1)+ a(�)+ a(mult)): Here we have assumed thatdetermining the already known group elements f1(
) and f2(�(
f1(
))) is included in thebound for multiplying these two elements by mult:A typical application of 1.11 is a constructive version of the combinatorial principle ofcounting twice.Suppose '1: 
 ! 
1 and '2: 
 ! 
2 are surjective homomorphisms with respect toa group acting on 
;
1 and 
2: Then one can factorize the problem of describing theaction of G on 
 via 
1 and via 
2: Using �rst 1.6 for factorizing via 
1 and then 1.11for fusing with '2 yields a description of the action of G on 
2: In some applicationsthis indirect way is a powerful tool. We will demonstrate the principle by the problemof computing double coset representatives after [60].2. Double cosetsWe �rst apply the homomorphism principle to two well known group actions, multipli-cation of cosets by group elements and conjugation of subgroups.Let U � V � G; and B � G: Then 
1 = UnG = fUg j g 2 Gg and 
2 = V nG = fV g jg 2 Gg are two sets on which B acts by multiplication from the right.': 
1 ! 
2:Ug 7! V gis a homomorphism with respect to the action of B: If V = [ri=1Uxi then '�1(V g) =fUxig j 1 � i � rg: So provided fx1; : : : ; xrg is available we can use 1.6 or 1.11 to13



factorize or fuse orbits. In this way we can step up and down through the subgrouplattice of a group and determine which elements lie in the same B�orbit, determinecomplete sets of representatives for the B�orbits and compute the stabilizers in B ofpoints Ug:These orbits are of special importance, since any UgB = [fUgb j b 2 Bg is a doublecoset of U and B in G: The stabilizer NB(Ug) is g�1Ug\B; an intersection of subgroups.Thus, computing stabilizers can be used to determine intersections of subgroups, see [44].Here we are more interested in double cosets.0.1 The Split Lemma Assume a group B is a subgroup of a group G: The group Gact transitively on a set 
 and ! be an arbitrarily chosen point of 
: Then the orbotsof B on 
 correspond bijectively to the double cosets NG(!)nG=B by the mapping!gU 7! NG(!)gB:If G acts on any set 
 and U is the stabilizer NG(!) of any point ! 2 
 then':NG(!)nG ! !G:NG(!)g 7! !g is a bijection. Moreover B as a subgroup of G alsoacts on !G and on NG(!)nG by multiplication from the right. As ' is a homomorphismfor B; determining the B � orbits on !G is equivalent to determining the double cosetsNG(!)nG=B:A slightly di�erent interpretation is that the double cosets correspond to those B�orbitsthat fuse to one G�orbit.As an example consider a group B acting on a set 
 and ask for the orbits of B in theinduced action on �
k � = fT j T � 
; jT j = kg for some k 2 N; 1 < k < j
j: If G is thesymmetric group on �
k � then G acts transitively such that �
k � = TG for any choiceof T 2 �
k � :Our analysis tells thatNG(T )nG=B ! �
k � =B:NG(T )gB 7! T gBis a bijection.If k 6= j
j2 then NG(T ) is a maximal subgroup of G such that 1.6 gives no reduction ofcomplexity. But we can choose some ! 2 T and obtainU = NG(T ) \ NG(!) = NNG(T )(!);a subgroup of index k in NG(T ):This U is also contained in NG(T � f!g) with index k � 1: Thus, the double cosetsNG(T )nG=B can be computed from the double cosets NG(T � f!g)nG=B via U asdescribed above. 14



Since T � f!g 2 � 
k � 1� ; an obvious iteration leads to (T1; T2; : : : ; Tk); where jTij = iand Ti � Ti+1; and a series of steps in which NG(Ti+1)nG=B can be determined fromNG(Ti)nG=B for i = 1; : : : ; k � 1:This has been implemented by B. Schmalz [60] and for di�erent data structures repre-senting the acting group S. Weinrich [70].For permutation groups we show the resulting chain of subgroups with the intermediatesubgroups U used for switching from NG(Ti) to NG(Ti+1):We also have labeled the edgesdescribing subgroup relations by the index of the lower subgroup in the larger one.If B = (B1; B2; :::; Bk) is a partition of f1; :::; ng into blocks Bi the corresponding Young-subgroup of Sn is the normalizer NSn(B1; :::; Bk) of all these blocks. Then a chain ofsubgroups may be selected as in the depicted example for n = 28:
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NS28(f1; :::; 14g; f15g; f16; :::; 28g) NS28(f1; :::; 14g; f15; :::; 28g)NS28(f1; :::; 15g; f16; :::; 28g)NS28 (f1; :::; 25g; f26g; f27; 28g) NS28 (f1; :::; 25g; f26; 27; 28g)NS28(f1; :::; 26g; f27; 28g)NS28(f1; :::; 26g; f27g; f28g) NS28(f1; :::; 27g; f28g)S28
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The approach described above has to do orbit calculations where the number of points isat most 28 locally in this example. The number of cosets of the two-block normalizers inthe picture are given by the binomial numbers which grow exponentially. So each localproblem is easy but one has to keep a long history of all previous results in memory.This really limits the applicability, since usually one needs these results in no predictableorder. Thus each single call to some result in memory may cause a paging process whichsoon takes too much time.3.Conjugation and Burnside's Lemma The second well studied group action is15



conjugation on the subgroup lattice. If U � G and g 2 G then g�1Ug � G is thesubgroup conjugate to U under g:Let G = G0 > G1 > : : : > Gn = fidg be a chain of normal subgroups of G; Gi<G: Thenfor any i the mapping 'i:GiU=Gi 7! Gi�1U=Gi�1 for subgroups U ofG is compatible withconjugation. One can therefore apply 1.6 to describe the subgroups up to conjugation.In an iteration step a complete system of representatives V=Gi�1 of subgroups of G=Gi�1is already available together with the stabilizer NG=Gi�1(V=Gi�1):Now V=Gi�1 corresponds to V containing Gi�1 as a subgroup of G: The description ofV is usually easily computed from the representations of G and Gi�1:Algorithm 1.6 needs a routine which computes representatives U=Gi for '�1i (V=Gi�1))in G=Gi under the action of NG(V ): Such a U then has the properties Gi�1U = Vand Gi � U: If Gi�1 is contained in every maximal subgroup of V then U = V is theonly possibility. Otherwise those maximal subgroups U=Gi of V=Gi not containing Gi�1belong to '�1i (V=Gi�1):Moreover any U=Gi such that Gi�1U = V is contained in someM=Gi: Determining thesesubgroups U is usually not easy, but in the case of p�groups G, i.e. groups of order pn forsome prime p and n 2 N this can be reduced to solving a system of linear equations andhas been implemented in the SOGOS system [44]. This paper also contains a discussionof the case that G is a solvable group. Here [15] and the GAP system [16] contain moreadvanced methods and implementations.The general case may be handled using in addition the classi�cation of �nite simplegroups and their automorphism groups. Here we cannot cite all relevant literature,already the algorithms for p�groups and soluble groups form a research area of its own,a good introduction is [13].Besides this obvious homomorphism onto factor groups one can also use a localizationmethod to obtain representatives from conjugacy classes of subgroups. Here we assignto each group U a unique subgroup F (U), of a special structure, for example the Fittingsubgroup in the case of soluble �nite groups, the generalized Fitting subgroup in the caseof all �nite groups, or the Thompson subgroup in case of �nite p�groups [5]. We obtain':L(G)! L(G) which is compatible with conjugation in G: Then by 1.6 we can deducefrom a set of representatives T of the image groups orbit representatives of NG(T ) onthe set '�1(T ): Usually T is normal in each U 2 '�1(T ) such that U � NG(T ): Soonly NG(T ) is needed for further investigation. Since T � NG(T ); we can go on withNG(T )=T as described above. For constructive purpose this strategy has been appliedin [41] to soluble subgroups U of GL(n; p):In this paper we are not primarily interested in algorithms for analysing groups but onlyin using group actions for classi�cation purposes.Now assume that G is a group acting on a set 
: The next homomorphism we discussoccurs in any situation where a group G acts on a set 
:16



Let L(G) be the lattice of subgroups of the group G: Then G acts on L(G) by conjugation.The Galois-mapping ': 
! L(G)! 7! NG(!)which sends each point onto its stabilizer is a G�Homomorphism.Applying lemma 1.5 to this situation reduces the problem of �nding orbit representati-tives to the following steps ( see also [42]).3.1 Approximation via subgroup lattice:1. Compute a set of representatives from the conjugacy classes of subgroups of G: Foreach representative U compute NG(U); its normalizer in G:2. For each representative U from step 1 compute the set '�1(U) of all points ! in 
having NG(!) = U:Determine the NG(U)=U - orbits on '�1(U):We notice that in this situation NG(U)=U acts semiregularly on '�1(U); since U is byde�nition the stabilizer of each ! 2 '�1(U): Thus we have an immediate consequence.3.2 Corollary. If elements ! 2 '�1(U) are chosen uniformly at random, all orbits ofG on 
 where the point stabilizers are conjugate to U , i.e. of type U; occur with equalprobability.Often it is much easier to determine all points ! which are �xed by U; i.e. U � NG(!);than those which have U = NG(!):It is clear that C
(U) = f! j ! 2 
 ^ 8u 2 U!u = !gand '�1(U) are related by (1) [V :U�V '�1(V ) = C
(U):Thus '�1(U) = C
(U)� [V :U<VC
(V ):If one is interested in cardinalities, equation 1 yieldsjC
(U)j = XV :U�V j'�1(V )j:Then the � matrix of the lattice L(G); i.e. �(U; V ) = � 1 if U � V0 else allows to writethese relations shortly for all subgroups:jC
j = � � j'�1jwhere jC
j = (jC
(U1)j; jC
(U2)j; : : : ; jC
(Ur)j)t;17



j'�1j = (j'�1(U1)j; j'�1(U2)j; : : : ; j'�1(Ur)j)tand U1; : : : ; Ur are all subgroups of G:.If L(G) is topologically sorted, i.e. Ui � Uj ) i � j; then � is an upper triangular matrixwith entries 1 on the diagonal. This shows that � has an inverse, called the Moebiusfunction �; such that j'�1j = � � jC
j:The remark before corollary 3.2 shows that 1jNG(U)=U j � j'�1(U)j is just the number oforbits of type U: So if D is the diagonal matrix with all jNG(U)=U j�1 as entries in thegiven ordering of the subgroups U; D � � � jC
jcounts the orbits by stabilizer-type.Of course this also holds for intervals [U;G] in the subgroup lattice. In special cases wecan thus obtain results on fantastically large objects.3.3 Corollary: If U is a maximal not normal subgroup of G; then C
(U)�C
(G) is afull set of representatives for all orbits of type U:This means that for such a large prescribed automorphism group U �nding the �xedpoints already su�ces. No isomorphism test for the objects constructed in this way isneeded at all.As we have shown above the approximation of the orbit representative problem viasubgroup lattice does not need all subgroups of G but only representatives from theconjugacy classes of subgroups. This does not hold for the inversion technique fordetermining '�1(U): Of course we only have to determine '�1(U) for representatives Uof the conjugacy classes of subgroups. But if we want to determine '�1(U) from the setof �xed points of U we have to subtract points �xed by any subgroup containing U: If Uis contained exactly in V1; : : : ; Vm from the same conjugacy class then � = [mi=1'�1(Vi)is the set of those �xed points of U which have to be eliminated from C
(U) in theinversion step with respect to the conjugacy class of V: So if we know g1; : : : ; gm suchthat V gi = Vi then � = [mi=1'�1(V gi) = [mi=1('�1(V ))gi:If we are only interested in numbers, j'�1(V )j = r � jNG(V )=V j; where there are exactlyr orbits with V as stabilizer of some point. Then j�j = m � r � jNG(V )=V j; andm = j�jr � jNG(V )=V j :Thus we must either know the number m of subgroups conjugate to V which contain Uor the number of �xed points j�j of U that have a stabilizer conjugate to V: The formulafor m also can be interpreted as a divisibility condition, since m 2 N:18



The above Moebius inversion can be reduced from the lattice of all subgroups to repre-sentatives of the conjugacy classes and even more we could reduce to only those whichin addition occur as a point stabilizer. Instead of � we now form a matrix M which foreach (U; V ) such that U < V g for some g 2 G contains the entrym(U; V ) = jfV g j g 2 G ^ U � V ggj:Applying M�1 to the vector (jC
(U1)j; : : : ; jC
(Us)j)t of �xed point cardinalities forthese representatives yields (j'�1(U1)j; : : : ; j'�1(Us)j)t such that multiplying this vectorwith diag( 1jNG(U1)=U1j ; : : : ; 1jNG(Us)=Usj) then gives the vector rt = (r(U1); : : : ; r(Us))t; wherethere are exactly r(Ui) orbits of G on 
 with Ui as stabilizer of some point.The matrixM above is usually called the table of marks after Burnside [12]. It containsonly information on the subgroup lattice, not on the special group action.The mere counting result has been described by several authors, see for example [68]. Forthe Moebius Inversion on the subgroup lattice see [59]. For the constructive approachsee [42].3.4 Lemma: Let !1; !2 2 
 and g 2 G such that !g1 = !2: Let a Sylow subgroup P ofG be contained in NG(!1) and NG(!2): Then !n1 = !2 for some n 2 NG(!1):Proof. Since P g � NG(!1)g = NG(!g1) = NG(!2); there is some x 2 NG(!2) suchthat P g = P x by the Sylow Theorem. Then gx�1 2 NG(P ) and g = nx: Therefore!2 = !g1 = !nx1 and !n1 = !x�12 = !2: 3Corollary: If U contains the normalizer of a Sylow subgroup of G then C
(U) is a fullset of representatives for all orbits where U is contained in the stabilizer of some point.An important case where the condition of the corollary is ful�lled is the projective groupPGL(2; p) for some prime p: The projective group is the permutation representation ofthe general linear group GL(2; p) on the set of all p+ 1 subspaces of dimension 1 of theunderlying vector space V = V (2; p): The projective group has order (p + 1)p(p � 1)and contains a Sylow p-subgroup of the full symmetric group Sp+1: The normalizer Nof a 1-dimensional subspace T of V in GL(2; p) has order p(p � 1)2 and contains thecentralizer of T and V=T as a normal subgroup. This centralizer is just of order p andtherefore a normal subgroup of N: If we reduce modulo the center Z of GL(2; p) whichis of order (p � 1 we obtain that PZ=Z is a normal subgroup of NZ=Z and NZ=Zhas order p(p � 1): Now this is just the order of the normalizer of a Sylow p-subgroupof Sp+1 such that PGL(2; p) contains the normalizer of a Sylow subgroup of Sp+1: Sowhenever we construct objects where PGL(2; p) acts as a group of automorphisms in itsnatural permutation representation all these objects are pairwise nonisomorphic. Oftenonly PSL(2; p) appears as an automorphism group. For p > 2 this group has index 2in PGL(2; p) such that by Lemma 3.4 only the PGL(2; p) orbits of length at most 2 onthe set of �xed points of PSL(2; p) have to be considered.We remark that the constructive approach presented here generalizes to some interestingcases of in�nite groups acting on in�nite sets. The essential idea is to determine all �xed19



points of a given subgroup U; subtract all those having a larger stabilizer than U andthen determine representatives of the normalizer of U on the remaining set of points. Inthe case that there are only �nitely many conjugacy classes of stabilizers, a �nite indexof each such stabilizer in its normalizer, and a �nite number of orbits this approach leadsto a situation which can be handled by a computer algorithm. For example this is thebasis of the classi�cations of crystallographic groups which are of great importance inTheoretical Physics.If the table of marks is constructed for a full set of representatives for the conjugacyclasses of subgroups, it can be used to identify the stabilizer class of any given orbit ofG on any set 
: We have to know the vector of �xed point cardinalities of the Ui on theorbit 
 and obtain a resulting vector r with exactly one entry 1 for the correspondingstabilizer class.3.5 Example. Construction of block designs with prescribed automorphism group.A t� (v; k; �)�design B consists of blocks of equally many elements from a set 
; whichin some sense approximates the set of all subsets of that size. The parameters make thisconcrete: j
j = v;B � �
k � ; t � k; and8T 2 �
t �there exist exactly � blocks B 2 B such that T � B:Interesting parameters are for examplet� (v; k; �) = 4 � (28; 6; 72):Then any block design with these parameters must have exactly 98280 blocks. This iseasily seen by counting twice all pairs (T;B) where T 2 �
t � ; B 2 B and T � B.Constructing all isomorphism types of block designs with a given parameter set like thisis usually regarded as hopeless. But as we shall see, prescribing a large automorphismgroup A makes such a task feasible for a computer.Firstly, the incidence relation T � B for T 2 �
t � and B 2 B is invariant under A;i.e. 8� 2 A also T � � B�: Therefore we need only consider representatives B from theorbits of A on �
k � : If B 2 B then also B� 2 B for each a 2 A: Also if T is containedin exactly �(B;T ) blocks of BA = fB� j � 2 Ag, then the same is true for each T � for� 2 A:Thus, instead of all T 2 �
t � we only consider representatives from the A-orbits, andinstead of all B 2 �
k � we only consider the set of A-orbits on �
k � :A block design with a prescribed automorphism group A then is a union of someA�orbits Bi on �
k � such that for a �xed set fB1; : : : ; Brg of representatives from20



the chosen Bi for each representative T from the A orbits on �
t � the equation(G) rXi=1 �(Bi; T ) = �holds.The construction problem is reduced drastically by considering only orbit representa-tives. This observation is due to Kramer-Messer [35]. These authors form a matrix Mwhich has a row for each orbit of A on t-subsets and a column for each orbit of A onk-subsets. The entry in the i-th row and j-th column is just the number of k-subsets inthe j-th orbit that contain a �xed t-subset of the i-th orbit. The selection of appropri-ate k-orbits for a t � (v; k; �) design means to �nd a 0 � 1 vector u which multipliedby M yields a vector with constant entry �: Thus, instead of considering each t-subsetand separately one reduces to only representatives from the A orbits. Analogously, onlyorbits on k-subsets need to be considered.We demonstrate this e�ect by a report on the construction of a 7 � (33; 8; 10) design.>From the parameters we �nd that such a design consists of 5; 340; 060 blocks of length8: They have to be selected out of all 13; 884; 156 8-subsets. Each subset T of the setV = f1; : : : ; 33g of cardinality 7 must be contained in exactly 10 of the chosen blocks.To �nd such a design we use a large subgroup A = P�L(2; 32) of S33 as a prescribedautomorphism group, see [50]. The group A can be presented as generated by thefollowing two permutations:� = (1 2 4 8 16)(3 6 12 24 17)(5 10 20 9 18)(7 14 28 25 19) (11 22 13 26 21)(15 30 2927 23)(31)(32)(33)� = (1 18 30)(2 21 12)(3 10 28)(4 31 32)(5 24 14)(6 7 17)(8 25 27) (9 19 20)(11 15 13)(1623 29)(22 33 26).The order of A is 163680 such that the orbits of A have at most this length in anypermutation representation. Since in an induced action most elements of a permutationgroup have only very few �xed points, the stabilizers of many points are trivial, thatis most orbits will have maximal length. Therefore by regarding orbits instead of thepoints a reduction by approximately the factor jAj can be achieved. This heuristic alsoholds in our example. A has 32 orbits on the set of all 7-subsets of V and 22 of themhave maximal length. On the set of all 8-subsets of V we �nd 97 orbits 74 of which havemaximal length. Orbit representatives may be computed by the approach we describedabove using split and fusion. We cite the representatives from [50].
21



orbits on 7-subsets of VNr representative length1. 1 2 3 4 5 6 7 818402. 1 2 3 4 5 6 8 1636803. 1 2 3 4 5 6 9 1636804. 1 2 3 4 5 6 10 1636805. 1 2 3 4 5 6 11 1636806. 1 2 3 4 5 6 12 1636807. 1 2 3 4 5 6 13 1636808. 1 2 3 4 5 6 14 818409. 1 2 3 4 5 6 15 8184010. 1 2 3 4 5 6 16 16368011. 1 2 3 4 5 6 17 16368012. 1 2 3 4 5 6 19 8184013. 1 2 3 4 5 6 32 16368014. 1 2 3 4 5 7 9 16368015. 1 2 3 4 5 7 10 16368016. 1 2 3 4 5 7 12 16368017. 1 2 3 4 5 7 13 16368018. 1 2 3 4 5 7 15 8184019. 1 2 3 4 5 7 20 16368020. 1 2 3 4 5 7 24 8184021. 1 2 3 4 5 8 10 16368022. 1 2 3 4 5 8 11 16368023. 1 2 3 4 5 8 12 16368024. 1 2 3 4 5 8 13 16368025. 1 2 3 4 5 8 17 8184026. 1 2 3 4 5 8 24 16368027. 1 2 3 4 5 8 26 16368028. 1 2 3 4 5 9 11 16368029. 1 2 3 4 5 9 12 16368030. 1 2 3 4 5 9 17 3273631. 1 2 3 4 5 10 12 3273632. 1 2 3 4 5 11 16 32736orbits on 8-subsets of VNr representative length1. 1 2 3 4 5 6 7 8 818402. 1 2 3 4 5 6 7 9 1636803. 1 2 3 4 5 6 7 10 1636804. 1 2 3 4 5 6 7 11 1636805. 1 2 3 4 5 6 7 12 1636806. 1 2 3 4 5 6 7 13 1636807. 1 2 3 4 5 6 7 14 1636808. 1 2 3 4 5 6 7 15 1636809. 1 2 3 4 5 6 7 16 16368010. 1 2 3 4 5 6 7 17 16368011. 1 2 3 4 5 6 7 18 8184012. 1 2 3 4 5 6 7 19 16368013. 1 2 3 4 5 6 7 32 16368014. 1 2 3 4 5 6 8 9 16368015. 1 2 3 4 5 6 8 10 16368016. 1 2 3 4 5 6 8 12 16368017. 1 2 3 4 5 6 8 13 16368018. 1 2 3 4 5 6 8 14 16368019. 1 2 3 4 5 6 8 15 16368020. 1 2 3 4 5 6 8 16 16368021. 1 2 3 4 5 6 8 17 16368022. 1 2 3 4 5 6 8 19 16368023. 1 2 3 4 5 6 8 20 16368024. 1 2 3 4 5 6 8 21 16368025. 1 2 3 4 5 6 8 23 16368026. 1 2 3 4 5 6 8 24 16368027. 1 2 3 4 5 6 8 26 16368028. 1 2 3 4 5 6 8 27 16368029. 1 2 3 4 5 6 8 30 8184030. 1 2 3 4 5 6 8 32 16368031. 1 2 3 4 5 6 8 33 163680

orbits on 8-subsets of VNr representative length32. 1 2 3 4 5 6 9 10 16368033. 1 2 3 4 5 6 9 11 16368034. 1 2 3 4 5 6 9 12 16368035. 1 2 3 4 5 6 9 13 8184036. 1 2 3 4 5 6 9 14 16368037. 1 2 3 4 5 6 9 15 16368038. 1 2 3 4 5 6 9 17 16368039. 1 2 3 4 5 6 9 18 16368040. 1 2 3 4 5 6 9 19 16368041. 1 2 3 4 5 6 9 22 8184042. 1 2 3 4 5 6 9 23 8184043. 1 2 3 4 5 6 9 24 16368044. 1 2 3 4 5 6 9 26 16368045. 1 2 3 4 5 6 9 27 16368046. 1 2 3 4 5 6 9 29 8184047. 1 2 3 4 5 6 9 33 16368048. 1 2 3 4 5 6 10 11 16368049. 1 2 3 4 5 6 10 12 16368050. 1 2 3 4 5 6 10 13 16368051. 1 2 3 4 5 6 10 15 16368052. 1 2 3 4 5 6 10 18 16368053. 1 2 3 4 5 6 10 19 16368054. 1 2 3 4 5 6 10 20 16368055. 1 2 3 4 5 6 10 22 8184056. 1 2 3 4 5 6 10 24 16368057. 1 2 3 4 5 6 10 25 16368058. 1 2 3 4 5 6 10 26 16368059. 1 2 3 4 5 6 10 28 8184060. 1 2 3 4 5 6 10 32 8184061. 1 2 3 4 5 6 11 12 8184062. 1 2 3 4 5 6 11 14 16368063. 1 2 3 4 5 6 11 16 16368064. 1 2 3 4 5 6 11 20 8184065. 1 2 3 4 5 6 11 21 16368066. 1 2 3 4 5 6 11 22 16368067. 1 2 3 4 5 6 11 23 16368068. 1 2 3 4 5 6 11 25 16368069. 1 2 3 4 5 6 11 26 16368070. 1 2 3 4 5 6 11 27 8184071. 1 2 3 4 5 6 11 33 16368072. 1 2 3 4 5 6 12 13 16368073. 1 2 3 4 5 6 12 15 8184074. 1 2 3 4 5 6 12 17 16368075. 1 2 3 4 5 6 12 20 16368076. 1 2 3 4 5 6 12 24 16368077. 1 2 3 4 5 6 12 26 8184078. 1 2 3 4 5 6 12 32 16368079. 1 2 3 4 5 6 13 16 16368080. 1 2 3 4 5 6 14 24 8184081. 1 2 3 4 5 6 16 17 16368082. 1 2 3 4 5 6 16 22 2046083. 1 2 3 4 5 6 16 33 16368084. 1 2 3 4 5 6 17 19 16368085. 1 2 3 4 5 6 17 33 16368086. 1 2 3 4 5 7 9 12 16368087. 1 2 3 4 5 7 9 17 16368088. 1 2 3 4 5 7 9 32 16368089. 1 2 3 4 5 7 10 20 8184090. 1 2 3 4 5 7 10 32 8184091. 1 2 3 4 5 7 12 15 16368092. 1 2 3 4 5 7 12 17 8184093. 1 2 3 4 5 7 12 24 8184094. 1 2 3 4 5 7 13 26 16368095. 1 2 3 4 5 8 10 15 16368096. 1 2 3 4 5 8 13 19 8184097. 1 2 3 4 5 9 12 24 81840
22



The 32 � 97 Kramer-Mesner matrix M :22222222222220000000000000000000000000000000000000000000000000000000000000000000000000000000000002101110000000211112111111111111000000000000000000000000000000000000000000000000000000000000000000111000000100010020000000000100011111211211111110000000000000000000000000000000000000000000000000000110000000000210010000000000001000110000001000121311111111100000000000000000000000000000000000000001200000000000000001000001001110000000010010010011000100001121111111100000000000000000000000000000011000000000100000010002000000100100000110011100000010100100000011002111111000000000000000000000000130001101001000001010010010001000200010001001010100100000010001000100100010000000000000000000000004200000000020000200220000000020000002000000000000200000200000000000002000200000000000000000000000022000000000200000200000200000200002000000002000000000020000200002202000000000000000000000000010001210000011001000001010000000010001000101001000010000000100111000001010010111000000000000000000002001200010011011010000110000001101000110010000010000000000100000000100001010011000000000000000000020002020000000220002000020000002200000002000020000000000000000000002000000002000000000000000000000010120000000001010000220000000000000001110000001100101100001001001000102001010000000000000200000000002210020000101000001111000000000100000000000000001000110010100000001000010111000000000001010000000100100120010000001000100000200000000100101101100010000000000000101000000010211000000000001100110000101000010201000000000000001010000001010000000101001000000000100000000102110011100000011020000000010010000000100100000010001000000000001010000100000100011000010001010212000001001000000000022000000000024000200000000000000000000000000000000000000020022000000022020000000000200000000000100100110000101100100110011100001000000010000010100010000000010000001011000100000001000110000200000200000200000200000200020002000000002020000000000000200000000000000200020000000000000020000000100000101001100000000000100001100010001000010000100000100001100000010000000002001003101010010000101000000110001020010010000000010001100001011001001100000000002000001000000000001000001000003000200000000000001000001000000000010220100000110000000000010010010011000000100011010021000010000100001100000000000010000100000001010001101000000100010000001010000002010000010100000010100200010012000000002000000000000200200000000000000200000002000000002000000000200202200000000000020002000020000010000000000000000110000101000000000000100000010010100002001000001101110011000000001110000002110000000000001000001000001101000000000001000102000000020011000020000001001000011100010011000100101000000000000000000000100101000101100001000001000010101011000000100010100020100110000000000030011000000000010000001000000000010100011010001001000011100100010000001001000110001000000000111001011001000000000500000000000000000000000000050000000000050005000000000000000000000000000000000005000000100000000000000000000000000000000000000000000000050000000050000000500050000000000500000000000000010000000000000000000000000000000000000000000000000050000000000050000000000000000000500500000500001with the solution vectors v for � = 10 and � = 16 respectively:00111000101001001100011010000100100000001011011000101111000000010010010100001101110110010101110001100011101011011001110010111101101111111010010011101000011111110110110101111001000100110101000111To �nd these solutions is obviously much harder than to verify that they indeed aresolutions. The problem is an instance of the subset sum problem which is known to beNP-complete [20]. We remark that the number of blocks in B can be computed from theparameters and on the other hand is the sum over all orbit lengths jBij of the selectedorbits on the k-subsets. This is just an additional linear equation for the system (G):Here we shall not discuss the problem of solving the above system of linear diophanticequations, see [61] [6]. In our context we want to show how a large automorphism groupA can be used to solve the isomorphism problem.Of course two t� (v; k; �) designs B;B0 are isomorphic if and only if they only di�er inthe names of the block entries. If the entries are taken from the same set 
 this meansthat there exists a permutation � 2 S
 such that replacing each entry in the blocks ofB by the image under � results in the blocks of B0. Thus the isomorphism types can23



be described by orbits of S
 on the set of all subsets of �
k �. The solutions of (G)form just the set of �xed points of A in this induced action of S
 on the set of all blockdesigns.If we determine by (1) all designs with stabilizer exactly A; then the orbits of NS
(A)=Aon this set give exactly the di�erent isomorphism types with an automorphism groupconjugate to A in S
:For our above mentioned parameters this has been done by Schmalz[61] [62] where Ais one of the groups PSL(2; 27); PGL(2; 27); P�L(2; 27); P�L(2; 27): In all these casesNS28(A) = P�L(2; 27).
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The number of isomorphism types of block-designs with these automorphism groups canbe obtained by Moebius-inversion from the numbers of �xed points as we showed above.Here Schmalz found the following concrete numbers:0BBB@ 16 0 0 00 13 0 00 0 12 00 0 0 11CCCA � 0BBB@ 1 �1 �1 10 1 0 �10 0 1 �10 0 0 1 1CCCA � 0BBB@ 13078960704588 1CCCA = 0BBB@ 2179701232258 1CCCA13078960 is the number of �xed points of PSL(2; 27);704 is the number of �xed points of PGL(2; 27);24



58 is the number of �xed points of P�L(2; 27), and8 is the number of �xed points of P�L(2; 27):No other subgroup of S28 containing any such A has any �xed point. In fact only S28and A28 have to be considered. The number of isomorphism types is then given by theresulting vector on the right hand side.It should be remarked that Schmalz has found by these methods interesting new pa-rameter sets for which he could determine all isomorphism types for some prescribedautomorphism group. In particular he obtained some new parameter sets with t = 6:3.6 Example.An illustrative example is the determination of chemical isomers of a certain kind. Weconsider a problem which has gained interest in the last years. Chemists were able toproduce molecules of the form of a platonian body, the dodecahedron was found as anorganic molecule about 10 years ago, and also the archimedian body obtained from anicosahedron by cutting o� each vertex and replacing it in this way by a cycle of length 5.The resulting body is known as a football to many of us. Since B. Fuller has constructedfamous buildings with similar structures chemists often call this body a BuckminsterFullerene.For such a rigid body one can consider the vertices as places where some ligands maybe planted or some spin orientations may be placed. Of course turning the resultingmolecules around will transform one such constellation into a similar one with the samechemical properties. We are thus interested in �nding the di�erent possibilities, whichcan not be identi�ed by a rotation.Mathematically we assign to each vertex some colour, i.e. we have amapping f : Vertex set ! Colour set.Two mappings f1; f2 are equivalent, if and only if there exists an automorphism � of thebody such that ��1 � f1 = f2:This is the mathematical problem that P�olya treated in his famous paper \Kombi-natorische Anzahlbestimmungen f�ur Gruppen, Graphen und chemische Verbindungen"[57].While P�olya counted the orbits of a permutation group on the set of all mappings, weare interested in the construction of a set of orbit representatives. So our approach willbe applicable to all situations where the theory of counting could be used before.In this setting we can use equation (1) to obtain a more explicit description. SupposeU � G partitions 
 into the orbits 
1;
2; : : : ;
l: Then exactly those mappingsf : 
! Y; Y colour set, are �xed by U; which are constant on each 
i: We can thereforegive a closed form for CY 
(U) :CY 
(U) = lYi=1[y2Y fyg
i25



Here fyg
i is the unique mapping which colours each point of 
i with colour y, and[y2Y fyg
i is the set of all mappings which are constant on 
i:If F1 � Y X1 and F2 � Y X2; X1 \X2 = ;, thenF1 � F2 = ff 2 Y X1[X2 j f jX12 F1 ^ f jX22 F2g:In this way we can describe each '�1(U) in 3.1 by subtracting from CY 
(U) all thosemappings which are constant on the orbits of any subgroup V which is a proper overgroupof U . We worked this out in [42] for the example of a dodecahedron. A discussion of theBuckminster Fulleren C60 is contained in [45].For the general P�olya situation when a group G acts on a set F of mappings, F � Y X; are�nement using homomorphisms can be obtained by restricting mappings to G�orbitson X:If X = X1 [X2 and X1;X2 are invariant under G; especially if X1 is a G�orbit, then':Y X ! Y X1 ; f 7! f jX1is a G�homomorphism.The homomorphism principle then suggests �rst to colour X1; i.e. compute representa-tives and their corresponding normalizers in G and recursively then solve the colouringproblem for X2 under the action of the normalizers of representatives from Y X1=G:Usually the normalizers are smaller than G such that they have smaller orbits. Thus,in the recursion the sets which have to be coloured tend to become smaller.If the nor-malizer has become trivial then all colourings of the remaining points represent di�erentisomorphism types. In this case, an explicit listing of all possibilities can be replaced bya routine which produces all these mappings one by one if needed. In case of many datathis will save memory space of a computer and thus reduce the paging necessity.As we have seen in section 2 the double cosets AgB of two subgroups A;B of a groupG correspond to the orbits of B on AnG with respect to multiplication from the right.Now we re�ne our approach by 3.1, [45] . For that purpose we need to determine forrepresentatives U of the conjugacy classes of subgroups of B those right cosets Ag withNB(fAgg) = U: Again it is easier to describe instead the �xed points of U on AnG:3.7 Lemma Let K = fg 2 GjAgU = Agg: ThenK = l[i=1NG(A)giNG(U)for appropriate gi 2 K: Each such gi conjugates U onto a subgroup of A which is uniqueup to conjugation under NG(A) :giUg�1i � A for i = 1; � � � ; l:Proof. Let g 2 K: Then AgUg�1 = A and gUg�1 � A: If m 2 NG(A) and n 2 NG(U)then AmgnU = mAgUn = mAgn = Amgn26



such that mgn 2 K: Therefore K consists of complete double cosets of NG(A) andNG(U) in G: If x = mgn then xUx�1 is conjugate to gUg�1 under m�1: 3The lemma gives a �rst coarse description of the �xed points of U on AnG: We haveto �nd elements gi conjugating U onto subgroups of A up to conjugation under NG(A):For each such gi the double coset NG(A)giNG(U) has to be re�ned to give more detailedinformations on the �xed points of U:3.8 Lemma LetNG(U) = s[j=1NAg(U)xjNB(U); and NG(A) = r[i=1 yiM(g; U);where M(g; U) = A(NG(gUg�1) \NG(A)): ThenNG(A)gNG(U) = r[i=1 s[j=1AyigxjNB(U):For representatives xj; xk from di�erent double cosets of NAg (U) and NB(U) the doublecosets AygxjNB(U) and AygxkNB(U) are di�erent for any y 2 NG(A): If M(g; U) =ANG(gUg�1) \NG(A) then the union Sri=1AyigNG(U) is disjoint.Part of subgroup lattice
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By this Lemma local computations in the normalizers of U and A allow to deduce fromone �xed point of U several new �xed points. We even can give a redundancy free listof representatives in important cases.Proof of the Lemma. The intersection NG(gUg�1) \ NG(A) is a subgroup of NG(A)and therefore normalizes A: Thus, M(g; U) is a subgroup of NG(A): We claim that eachy0 2 yM(g; U); y 2 NG(A); lies in the double coset AygNG(U):Since NG(gUg�1) = gNG(U)g�1; for each m 2 M(g; U) there exists some a 2 A andsome n 2 NG(U) such that m = agng�1: ThereforeAmgNG(U) = Aagng�1gNG(U) = AgnNG(U) = AgNG(U):27



If y0 = ym;m 2M(g; U); then y�1y0 = m andAgNG(U) = AmgNG(U) = Ay�1y0gNG(U) = y�1Ay0gNG(U);since y 2 NG(A): This shows thatAy0gNG(U) = yAgNG(U) = AygNG(U):Let xj; xk 2 NG(U): If xk 2 NAg(U)xjNB(U) thenAygxkNB(U) = yAgxkNB(U) = yAgg�1AgxkNB(U)= yAgg�1AgxjNB(U) = AygxjNB(U):If, on the other hand, AygxkNB(U) = AygxjNB(U) then AgxkNB(U) = AgxjNB(U)and AgxkNB(U) = AgxjNB(U): There exist a 2 A;n 2 NB(U) such that xk = agxjn:Then ag = xkn�1x�1j 2 NG(U) and ag 2 Ag imply ag 2 NG(U) \ Ag = NAg(U):Therefore xk; xj 2 NG(U) implies xk 2 NAg (U)xjNB(U) such that NAg (U)xkNB(U) =NAg (U)xjNB(U):We now assume that the modular law holds for M(g; U); e.g. M(g; U) = ANG(gUg�1)\NG(A): Then from AmgNG(U) = AgNG(U) we have mg = agn for some a 2 A andn 2 NG(U); and m = agng�1 2 ANG(Ug�1): If m 2 NG(A) thenm 2 ANG(gUg�1) \NG(A) = A(NG(gUg�1) \NG(A)):This characterizes M(g; U) as the set of those elements m for which AmgNG(U) =AgNG(U) holds.Now let y; y0 2 NG(A) such that Ay0gNG(U) = AygNG(U): ThenAy�1y0gNG(U) = y�1Ay0gNG(U) = y�1AygNG(U) = AgNG(U):This shows that y�1y0 2M(g; U) and yM(g; U) = y0M(g; U): Therefore under this con-dition the cosets yM(g; U) correspond bijectively to the double cosets AygNG(U); intowhich NG(A)gNG(U) splits. 3Of course, by the homomorphism principle �xed points which lie in the same orbit underNB(U) belong to the same orbit. Therefore we need not split further. Now we have totest whether for such a coset Ag with AgU = Ag the subgroup U is the full stabilizerin B: This holds if and only if Ag \ B = U: Equivalently we could also test whetherAg belongs to some double coset constructed for a prescribed stabilizer V containing Uproperly. Therefore we have the following result.3.9 Theorem Let A;B � G; and let R be a set of representatives from the conjugacyclasses of subgroups of B: ThenAnG=B = [fAyigxjBjU 2 R;NG(A)gNG(U) 2 NG(A)nG=NG(U) and28



g�1Ag � U;NAg(U)xjNB(U) 2 NAg (U)nNG(U)=NB(U) and(gxj)�1Agxj � U; yiM(g; U) 2 NG(A)=M(g; U)g:The lemma allowed to determine the �xed points of the chosen subgroup U and in analgorithm all �xed points having a bigger stabilizer than U have to be subtracted. By thehomomorphism principle any of the remaining �xed points lie in the same double cosetif and only if they lie in the same orbit of NB(U): The given mathematical formulationin the theorem is descriptive and hides several constructive tasks by the set notation.In a special situation the determination of �xed points by Lemma 3.7 becomes easy. Ifthere is only one conjugacy class of subgroups of A into which the subgroup U can beconjugate in G by some g then by the Frattini-argument NG(A) = ANNG(A)(gUg�1):This means that the subgroup M(g; U) in 3.7 is just NG(A): Therefore in this case onlya transversal of NAg (U)nNG(U)=NB(U) has to be determined.As an example we consider the double cosets of A = D9 with B = D9 in S9; where werepresent D9 as generated by c = (1; 2; 3; 4; 5; 6; 7; 8; 9) and t = (1; 2)(3; 9)(4; 8)(5; 7):Then A contains just one conjugacy class of subgroups of each isomorphism type oc-curring. Since A = B we can always choose g = id for one element conjugating U intoA:In the �rst case we consider U = B: The index of D9 in its normalizer is 3 such thatwe �nd 3 double cosets with stabilizer B of an appropriate coset of A in G: A set ofrepresentatives is formed by id, (2; 3; 5; 9; 8; 6)(4; 7); and (2; 5; 8)(3; 9; 6):As the next case we consider U =< c > where the normalizer coincides with that of D9:Then the �xed points of U are all �xed points of B such that there are no double cosetsof this stabilizer type.The case U = S3 where S3 =< c3; t > is isomorphic to the non abelian group of order 6is more interesting. U has index 6 in its normalizer in G while U = NB(U) = NA(U):The transversal of double cosets in NG(U) is just a transversal of the cosets of U in itsnormalizerNG(U) in this case. Thus we obtain 6 �xed points of U of which 3 are already�xed points of B: The remaining �xed points give the double cosets of stabilizer typeS3 and may be represented by (3; 9)(4; 7)(5; 8); (2; 8)(4; 7)(6; 9); and (2; 5)(3; 6)(4; 7):The case U = C3 where C3 =< c3 > behaves totally di�erent. Here U is a normalsubgroup inB and the index of B = NB(U) inNG(U) is 18. We have to determine a set ofrepresentatives for the double cosets AxNB(U) which are contained in NG(A)idNG(U) =NG(U): Since we will have to eliminate those �xed points Ax of U with a larger stabilizerthan U; we integrate the determination of the stabilizer into the determination of the�xed points. We apply the homomorphism principle in determining �rst the doublecosets NG(A)xB and splitting these afterwards. These double cosets can be classi�ed bya prescribed stabilizer. There is only one class with stabilizer B which splits just intothe 3 �xed points of B we found above. At least one coset Ag which is a �xed point ofS3 lies outside of NG(A); since we found that all those inside were the �xed points of B:Therefore there must be one orbit with stabilizer S3 of some coset such that the orbit29



length is 3. This orbit splits into the three orbits with stabilizer S3 that we describedabove. Since the index of NG(A) in NG(U) is 6, there remain two points which mustlie in one orbit with stabilizer C9: In the splitting step we �nd that the only stabilizercontained in C9 of an orbit up to length 6 is U: So we obtain only one double coset withstabilizer C3 of some point, a representative is (2; 3)(4; 7)(5; 9)(6; 8):The last non trivial stabilizer is a cyclic group of order 2, we choose U =< t > : As inthe case of S3 also here U = NB(U): The index in NG(U) is 192 giving as many �xedpoints. The only minimal overgroup in B is S3 with 6 �xed points. Thus < t > is thestabilizer of 186 points. We do not list representatives for these 186 double cosets.A simple arithmetic shows that the remaining cosets fall into 1026 double cosets eachconsisting of 18 cosets of A in G:A way to obtain representatives in the latter two cases is to apply the Leiterspielin a simple case. For that purpose we �rst determine the double cosets of Q =<NG(C3); (4; 7)(5; 8) > and B in G classi�ed by stabilizer as before and then split theseinto the double cosets of A and B in G: The index of Q in G is 280, A is a subgroupof index 72 of Q: The cosets fall into double cosets of the following stabilizer type: 1 oftype D9; 3 of type S3; 12 of type < t >; and 9 with trivial stabilizer.Since the index of A in Q is 72, each of the 9 double cosets of length 18 splits into 72double cosets of this length of A and B in G: For the splitting of the double cosets oflength 9 we have to consider the action of < t > on the set of cosets Axh into which acoset Qh �xed by < t > splits. In each of the 12 cases we get again 12 �xed points of< t > and 30 orbits of length 2.Thus, we have already 9 � 72+12 � 30 = 1008 double cosets of length 18. The remaining18 double cosets of this length come from the action of S3 on the set of 72 cosets Axhcontained in a representative coset Q �h with stabilizer S3: In each of the 3 cases we get6 orbits of length 6, i.e. double cosets of trivial stabilizer type. We remark that also inthis approach Lemma 3.7 may be applied with the smaller group U instead of B:All computations for this example were done using the Cayley system [14].
30



The example may easily be generalized to bigger dihedral groups. It demonstrates aconstructive approach to cycle permutation graphs [38] which may be described by iden-tifying the beads of two necklaces bijectively. In [38] the number of isomorphism types isdetermined by the Cauchy-Frobenius Lemma which is completely non constructive. Onecan consider the necklaces as graphs with beads as vertices and edges between verticesof which the beads are neighbours in the necklace. The identi�cations can be interpretedas connections between the vertices of the two graphs. There result trivalent graphs.In order to avoid irregular isomorphisms we distinguish the vertices of the two necklacegraphs by white and black labels respectively. Then the above described representativesgive the isomorphism types of graphs with the given labeling. For big stabilizers we �ndthe following graphs. First row has stabilizer D9; second row has stabilizer S3; and thelast graph belongs to the stabilizer C3:
The Theorem has interesting applications not only for algorithms but also for theoreticalpurposes. We mentioned already the special case that U is conjugate to subgroups ofonly one conjugacy class of A: If in addition A = NG(A) then the following corollarycan be applied.3.10 Corollary Let U � A � G;A = NG(A); and for each g 2 G such that Ug � Athere exist some a 2 A with Ug = Ua: Then there are exactly jNG(U)j=jNA(U)j subgroupsin the conjugacy class of A containing U:For a proof apply the theorem with B = U and note that by the assumptions only onedouble coset NG(A)idNG(U) = ANG(U) has to be split.For examplePSL(3; 3) contains a Sylow-13-subgroup P of S13: If U is the normalizer of Pin PSL(3; 3) then jU j = 39 and jNS13(P )j = jHol(C13)j = 156: Therefore U is containedin exactly 156/39 = 4 subgroups conjugate to PSL(3; 3): Similarly the Mathieu groupM24 is a maximal subgroup of S24 and contains only one conjugacy class of subgroups31



isomorphic to PSL(2; 23). Since the normalizer of PSL(2; 23) in S24 is PGL(2; 23); thereare exactly jPGL(2; 23)j=jPSL(2; 23)j = 2 subgroups conjugate to M24 and containingPSL(2; 23):Double cosets appear in many applications. We discuss two general situations and someapplications.The Fundamental Lemma Assume that the group G acts transitively on the set 
and let U be a subgroup of G: Then the mapping� : (!g)U 7! NG(!)gUfrom the set 
=U of orbits of U on 
 to the set NG(!)nG=U of (NG(!); U)-double cosetsin G is a bijection, where ! 2 
 is an arbitrarily chosen �xed reference point in 
; andNG(!) denotes the stabilizer of that point !:Proof: We recall the bijection !g 7! NG(!)gbetween the points in a G-orbit and the right cosets of the stabilizer NG(!) of ! in G: Inthis bijection a point (!g)u = !gu; for some u 2 U; is mapped onto the coset NG(!)gu:Thus, the full orbit !gU corresponds to the set of cosets NG(!)gu where u 2 U: Theunion of the latter cosets forms just the double coset NG(!)gU; which shows that � is abijection. 3The Gluing Lemma Let !1 and !2 be two isomorphic objects and f0 : !1 ! !2 be a�xed reference isomorphism. Then the set Iso(!1; !2) of all isomorphisms is obtainedby appending all automorphisms of !2 to f0: Let a group A act on !1 and a group Bact on !2 as automorphism groups. Then A � B acts on Iso(!1; !2) by f (a;b) = a�1fbfor all f 2 Iso(!1; !2): The mapping� : AnIso(!1; !2)=B ! f0(f�10 Af0)nAut(!2)=Bsending the orbit of f0� under A�B to f0(f�10 Af0)�B is a bijection.Proof: If f1 is another isomorphism from !1 to !2 then � = f�10 f1 is an automorphismof !2 such that f0� = f1: Also for each automorphism � of !2 the mapping f0� is anisomorphism from jomega1 to !2: Now let f1 = f0�1 and f2 = f0�2: Then there exists apair (a; b) 2 A�B such that f (a;b)1 = f2 if and only if f0�2 = a�1f0�1b and�2 = f�10 a�1f0�1b 2 (f�10 Af0)�1B: 3Applications to chemistry We start with an example from mathematical chemistry,where both lemmata can be applied. The problem is the construction of all the 22isomers of dioxine which has the chemical formula C12O2H4Cl4: All dioxines have acommon skeleton of three 6-rings as it is shown in the following picture.32



Skeleton of dioxine
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3
6All the vertices of degree four represent carbon atoms C and the two vertices of degreetwo stand for oxygene atoms O: The skeleton has, as it is easy to see, eight free placesat the end of eight edges. These places are numbered 1 to 8, we call these placesfree valences. According to the chemical formula C12O2H4Cl4; these free valences areoccupied by the remaining four hydrogen atoms H and the four chlorine atoms Cl: Theconnectivity isomers of dioxine are therefore formed by distributing these remainingeight atoms over the free valencies in all the possible and essentially di�erent ways. It isclear that essentially di�erent refers to the symmetry group of the skeleton. Thus anybijection f1; 2; 3; 4; 5; 6; 7; 8g ! fH;H;H;H;Cl; Cl; Cl; Clgfrom the set of free valences to the multiset of atoms mathematically describes a con-nectivity isomer of dioxine, but not all of them are essentially di�erent, since symmetryoperations of the skeleton map a molecule onto an equivalent one and also any permu-tation of the atoms of the same kind does not change the connectivity isomer. Thuswe have two groups: A acting on the set of the eight free valencies by applying symme-try operations of the skeleton and B acting on the multiset of atoms by permuting allatoms of the same element among themselves in all possible ways. Using this and theGluing Lemma, we can easily solve the classi�cation problem in question, obtaining theessentially di�erent maps that represent the connectivity isomers. It is easy to see thatthe group A is isomorphic to C2�C2 and B is isomorphic to S4�S4: Using a referencebijection which we keep �xed we get a set of representatives of the di�erent types bycomposition with representatives from the double cosets of the corresponding subgroupsof S8: There are exactly 22 such double cosets, they yield the isomers shown in �gure I.
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Another interpretation of this problem reads as follows: The symmetric group S8 actstransitively on the set of mappings f1; 2; 3; 4; 5; 6; 7; 8g ! fCl;Hg having exactly 4preimages of both H and Cl: The stabilizer N of a particular reference mapping �0;mapping the �rst four numbers to Cl and the latter to H; say, is the direct product ofthe symmetric group on f1; 2; 3; 4g by the symmetric group on f5; 6; 7; 8g: By the Funda-mental Lemma, the double cosets of this stabilizer with the permutation group C2�C2induced by the automorphism group of the skeleton on the set of places correspondbijectively to the classes of mappings describing the di�erent isomers.This example may also be used to demonstrate another technique which is useful inconstruction problems. From the index of N in S8 we �nd that altogether 70 mappingshave to be classi�ed with respect to the action of a group of order 4. Each orbit cor-responds bijectively to the cosets of the stabilizer of a chosen representative. Thus weimmediately know the length of the orbit from the order of the stabilizer . Since thestabilizer is just formed by the automorphisms of the corresponding dioxine, we caneasily �nd this order. Thus the strategy is to construct new representatives and to checkif the sum of the known orbit lengths already amounts to the overall number, which is70 in our problem. It is an easy exercise to check that the 22 isomers listed in �gure Iform a complete set of representatives in our case. For the general case, this techniqueis described by the following result.The Class Equation Let a �nite group G act on a �nite set 
: Let � be a set of pointsfrom pairwise di�erent orbits. If1=jGj = 1=j
jX
2� 1=jNG(
)jthen � is a full set of orbit representatives.Proof By the discussion above we have for a full set of representatives � thatj
j = X
2� jGj=jNG(
)such that a simple division yields the claimed equation. Clearly any missing summandcauses that the equation cannot hold. 3Here is another application of the Gluing Lemma to mathematical chemistry. It amountsto the problem of replacing a vertex of a graph by a subgraph. To the vertices in questionwe assign - like in the above case - free bonds which have to match with the correspondingbonds in the subgraph.
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Insert a Subgraphpp�� @@@@ ��41 23 pp pppp ppp pppppp@@ ��@@ ���� @@@@��ad bcThe central vertex of the graph on the right hand side has to be replaced by the subgraphon the left hand side. In order to do that (in all the possible and essentially di�erentways!) we have to identify the free bonds 1,2,3,4 with the edges named a,b,c,d in thegraph in a suitable way. There are 4! = 24 possible bijections between these two sets.We obtain equivalent results if we replace the subgraph or the graph by an isomorphiccopy. Thus we let the two automorphism groups act on the set of bijections as it isdescribed in the Gluing Lemma. The group acting on f1; 2; 3; 4g is the dihedral groupD4 which may be described as a wreath product of C2 by C2: Since this group has order8, it has 3 cosets in S4: The other group, induced on the set fa; b; c; dg; is the Kleinian4-group of order 4. The Kleinian 4-group is contained in the dihedral group and it is anormal subgroup of S4: Therefore the double cosets of both groups in S4 reduce to thecosets of D4 in S4. The corresponding results are the following graphs.Subgraph insertedp p p pp p ppp pp pp pp p��@@ ��@@�� @@���@@��@@@��� @@@ p pp pp ppp ppp pp pp p��@@ ��@@��@@ ��@@��@@ ��@@ p pp pppp pp pppp pp p���AAA ��@@@@�� ���AAA4. Sims Chains and Automorphism GroupsThe last situation, where we want to discuss homomorphisms must usually �rst becreated. But then it proves to be a very powerful instrument.If G acts on 
 then G also acts on 
� 
, and generally on 
k for any k 2 N by(!1; : : : ; !k)g := (!g1; : : : ; !gk); for (!1; : : : ; !k) 2 
k;i.e. componentwise.In such a situation we can designate any T � f1; : : : ; kg; jT j = t; and project�T : 
k ! 
t; (!1; : : : ; !k) 7! (!i1 ; : : : ; !it);where T = fi1; i2; : : : ; itg and i1 � i2 � : : : � it: Any such projection is a G�homomor-phism, s.t. the homomorphism principle applies. We have by lemma 1.536



(!1; : : : ; !k) � (!01; : : : ; !0k), 9g1 (!i1 ; : : : ; !it)g1 = (!0i1 ; : : : ; !0it)^9g2 2NG((!i1 ; : : : ; !it)) = CG(f!i1 ; : : : ; !itg)(!1; : : : ; !k)g2 = (!01; : : : ; !0k)g�11 :We can approach the orbits of G on 
k by a series of projections onto some components.If we know orbits on such projection sets, the orbits in the preimage sets can be obtainedby only looking at stabilizers and their action. This important observation is due to C.Sims (1972)[66], who used the approach for handling large permutation groups. He choseas projections 
k ! 
k�1 ! 
k�2 ! : : :! 
the mappings which in each case forget the last component.4.1 Proposition (Sims): Let (!1; : : : ; !k); (!01; : : : ; !0k) 2 
k: Then there exists someg 2 G such that (!1; : : : ; !k)g = (!01; : : : ; !0k)if and only if !g1 = !g11for some g1 2 G andfor all i > 1 there are elements gi such thatNG((!1; : : : ; !i))gi 2 NG((!1; : : : ; !i))nNG((!1; : : : ; !i�1))and !gg�11 :::g�1i�1i = !gii :A group G acts faithfully on 
 if only the identity element of G �xes each point of 
:Wenow assume G to act faithfully. Then we can arrange the elements of 
 in a sequence(!1; : : : ; !j
j) such that NG((!1; : : : ; !j
j)) = CG(
) = fidg:Then each element of G forms just one coset of NG((!1; : : : ; !j
j)) in G, i.e. the bijectionof the cosets and the orbit of (!1; : : : ; !j
j) gives in fact a bijection between the elementsof G and the image points of (!1; : : : ; !j
j):If � 2 S
 is any given permutation we can form (!01; : : : ; !0j
j) = (!�1 ; !�2 ; : : : ; !�j
j) anddecide by the above proposition whether(!01; : : : ; !0j
j)g = (!1; : : : ; !j
j)37



for some g 2 G: If and only if such a g exists the given � lies in G; i.e. � = g�1:Besides this test for � 2 G we can easily tell the order of G :jGj = Qj
ji=1 jNG((!1; : : : ; !i))nNG((!1; : : : ; !i�1))j= Qj
ji=1 j!NG((!1;:::;!i�1))i jwhere NG((!1; : : : ; !i�1)) := G for i = 1:The �rst version is just the application of Lagrange's formula jGj = jU j � jUnGj for anyU � G to the sequence of stabilizers. The second equation results from the bijectionbetween orbit and right cosets of a point stabilizers. We shall later see that in somecases one can describe the orbits without listing a full set of representatives such thatthe second formula is easier to evaluate.A series G0 = NG(()) > G1 = NG((!1)) > : : : > Gj
j = NG((!1; : : : ; !j
j))together with a description of the orbits of !i under Gi�1 for all i is called a SimsChain. It is important to notice that each element g 2 G has a unique representationg = gj
jg(j
j�1) : : : g1; where each gi is one of the chosen right coset representatives forNG((!1; : : : ; !i))nNG((!1; : : : ; !i�1)): Thus it is easy to run through all elements. Wealso note that the completeness of all sets of representatives already implies that the setof elements of this form is multiplicatively closed.While in our examples considered so far the acting groups were well known, in generalthe situation is more complicated. As demonstrated with the example of the footballor the dodecahedron there may be some basic structure to which some new componentsshould be added. Then the full automorphism group G of the basic structure has aninduced action on the set of di�erent possibilities to add new components. We can �ndin such a situation by the methods presented here or some di�erent approach like orderlygeneration [58] orbit representatives of G to solve the isomorphism problem.Therefore we now discuss techniques for constructing the automorphism group of some�nite discrete structure. Two papers that had a strong in
uence on our approach are[47], using orbits of subgroups to keep the number of branches in a backtracking small,and [51] who used iterated classi�cation to reveal consequences of choices taken withinthe backtracking strategy.We start by showing how a Sims chain for an automorphism group can be constructedin a simple version.For this purpose we use a geometrical object for which automorphisms can easily be de-scribed from our imagination. We concentrate on the description of the group, especiallythe fact that the full automorphism group is described.The algorithm starts with NG((!1; : : : ; !j
j) = fidg and stepwise computesNG((!1; : : : ; !i�1)) fromNG((!1; : : : ; !i)) for i = j
j; j
j�1; : : : ; 1; whereNG(()) = G fori = 1. By 4.1 it su�ces to give representatives for the right cosets of NG((!1; : : : ; !i))38



in NG((!1; : : : ; !i�1)) in each step. Such a representative corresponds by the abovebijection to a point !j from the orbit of !i under NG((!1; : : : ; !i�1)): We thus only needto �nd one appropriate automorphism �xing !1; : : : ; !i�1 and mapping !i onto !j , if itexists.4.2 Example. The automorphism group of a cube.For the sequence (!1; : : : ; !8) we choose (1,2,3,4,5,6,7,8). We regard the cube as a rigidbody such that no re
ection is allowed as an automorphism.������������1 234 5 678First we see that �xing 1 and 2 keeps the whole body �xed such that NG((1; 2)) = fidg.Now we prescribe �(1) = 1 and look for the possible images of point 2. Of course. �(2)must be a neighbor of �(1) = 1. Thus only �(2) 2 f2; 4; 5g have to be considered. Theidentity map, a rotation by 120o with �xed points 1 and 7, and its square give the desiredrepresentatives.The next step prescribes the image point j of 1. For each choice of j only one mappinghas to be found. It is easily seen that the rotations� = � 1 2 3 4 5 6 7 84 1 2 3 8 5 6 7�and � = � 1 2 3 4 5 6 7 85 1 4 8 6 2 3 7�only need to be combined in di�erent powers to map 1 onto each point. We obtaintherefore 8 di�erent permutations. Since now no further step is possible, the wholeautomorphism group is described. We �nd that its order is 3 � 8 = 24 and in fact theisomorphism type of this group may be recognized as that of S4; the symmetric groupon 4 letters.Like in this example the stabilizer of only a few points may already be trivial. After C.Sims we call (!1; : : : ; !k) a base for G if NG((!1; : : : ; !k)) = fidg: By the above analysisG acts regularly on the orbit of a base.Instead of a representation of a Sims chain by one representative from each right cosetof NG((!1; : : : ; !i)) in NG((!1; : : : ; !i�1)); for each i, M.Jerrum [32] found a descriptionwhich needs much less space.The reason why we needed the representatives was that we wanted to decide whetherfor a given g there exists some �i 2 Gi�1 = NG((!1; : : : ; !i�1)) such that !�ii = !gi :Now suppose we know all orbits of Gi on 
 for some �xed i. Then ! = !gi lies in someorbit !Gi�1 : This orbit is completely contained in !Gi�1i if only one point !0 2 !Gi�1 can39



be reached from !i by some �i 2 Gi�1. It thus su�ces to store only one permutation�i 2 Gi for the whole orbit !Gi such that !�ii 2 !Gi�1 . Assuming ! is a distinguishedrepresentative of its orbit !Gi�1 and ! can be reached from each point of that orbit weonly have to add the information that !��1i = !i. Then from each point of !Gi�1 we canreach !i.If we look at this iterative procedure from a �xed point � 2 
, we see that � has noattached permutation as long as � is a distinguished representative. Only once � can geta permutation attached to it, mapping � to some other representative. In this way eachpoint may obtain only one assigned permutation such that only j
j permutations mayoccur in the description of the group.For our example we �rst consider the orbits of the subgroup generated by the rotation� by 120o.The orbits are f1g; f2; 4; 5g; f3; 6; 8g; f7g: We choose the smallest numbers as distin-guished representatives and note 4� = 2; 5�2 = 2; 6�2 = 3; 8� = 3: To describe the orbitof 1 under G in the next step we now only need to know permutations mapping 2,3,7onto 1. The rotation � = � 1 2 3 4 5 6 7 82 3 4 1 6 7 8 5� fuses all four orbits. There-fore the point 1 can be mapped onto all other points. The former orbit representatives2,3,7 are mapped onto 1 by the permutations ��1; ��2; ����2 respectively. Thus, for amembership test we only need to know � and � and some words in these permutations.
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The corresponding data structure is called a labeled branching. It can be interpreted asa special form of the Cayley Action Graph, where we should enlarge the given set ofgenerators by the words we computed to label the fusion of orbits. This data structurebelongs to the Union-Find data structure family of computer science which allows a fasthandling of disjoint sets. Each set has a distinguished representative which is consideredas the root of a tree. All elements of the sets form the nodes of the tree. Contraryto usual directed trees here arcs connecting two nodes are directed from the son to the40



parent node. This has the advantage that a node may have many sons and then the pathlengths from any node to the root of its tree will become short. Union of two disjointsets can be done by adding only one arc from one of the former roots to the other root.One can add to this data structure a second family of pointers. These pointers link allnodes of one tree to a list. The union of two trees only needs a constant amount ofadditional time to keep this list if pointers to the end of the lists are maintained. Withthis modi�cation one can run through all points of the set which belong to nodes of thesame tree. For a detailed analysis of data structures for permutation groups see [4].For a graphical representation of a permutation group in this form we may take the pointsas nodes and introduce an arc from !i to !j labeled by a permutation � if !�i = !j :For any chain of subgroups G = G0 > G1 > : : : > Gk = fidg we can represent the fusionof orbits of Gi to orbits of Gi�1 for all i by such a labeled branching.To each Gi there corresponds a forest, i.e. a set of subtrees, which describes the orbitsof Gi: For i = k the forest consists of roots only. If Gk�1 =< �(k�1)1 ; : : : ; �(k�1)rk�1 > theneach orbit of Gk�1 is represented by a tree of height � 1 with arc-labels �(k�1)j :If the Gi-orbits are already presented by trees of height � k � i then the correspondingtrees for Gi�1 are obtained by adding arcs for permutations in Gi�1 mapping the formerroots onto some point not in the existing tree. Thus the path from any node to the rootof its tree may grow only by one arc, i.e. the height may only grow by 1.It is not true in general that any chain of subgroups can be fully described by fusions oforbits. For example in the symmetric group Sn on the set of points f1; : : : ; ng the cyclicsubgroup Cn = h(1; : : : ; n)i is already transitiv, such that the chain G0 = Sn > G1 =Cn > 1 is not appropriately represented.But for certain chains we can rely on a theorem of Wielandt which is a stronger versionof the bijection between an orbit and the cosets of the stabilizer of one point. First wehave to introduce the notion of a block.4.3 De�nition. Let a group G act on some set 
: A subset � � 
 is a block of G on
 if for each g 2 G � \�g = � or � \�g = ;:Let ! 2 
 and G act transitively on 
: Then any subgroup U containing CG(f!g)de�nes a set � = !U = f!u j u 2 Ug: If �g \� 6= ; then there exists u1; u2 2 U suchthat !u1g = !u2 and u1gu�12 2 CG(f!g) � U: This implies g 2 U and �g = �: Now let! 2 �;� block. From !g = ! we obtain �g \� 6= ; and therefore �g = �; such thatCG(f!g) � NG(�): We obtain the following result.4.4 Theorem (Wielandt): Let a group G act transitively on some set 
: Let ! 2 
:Then � 7! NG(�) de�nes an isomorphism between the lattice of blocks containing ! andthe sublattice of the subgroup lattice of G of those subgroups which contain CG(f!g):4.5 Corollary. If a group acts on some set 
 such that U � G is just the stabilizer ofone point, then any chain G = G0 > G1 > : : : > Gk = U of subgroups can be uniquelypresented by a labeled branching for this chain.We apply this corollary to Gi�1 = NG((!1; : : : ; !i�1)) and the point stabilizer Gi =NG((!1; : : : ; !i)) in Gi�1. Then any chain of subgroups betweenGi and Gi�1 correspondsto a chain of blocks. The labeled branching then describes how these blocks considered41



as orbits of the corresponding block normalizers are fused to form new blocks. Thus,a labeled branching can be used to present any chain of subgroups which re�nes achain of point stabilizers. In order to keep intermediate steps small in our algorithmswe are usually interested in �ne chains, i.e. chains which are not re�nable. For animplementation of this idea see [40].If � is a block containing ! then the mapping':!G ! �G:!g 7! �gis a homomorphism with respect to the action of G on both orbits. On the otherhand each homomorphism ': 
1 ! 
2 with respect to a group action de�nes blocks� by � = '�1(!) for ! 2 
2: Therefore the Theorem of Wielandt also describes thehomomorphisms for transitive group actions.For a group G given by a set S of generators there is an algorithm by Atkinson [2]which allows to �nd the smallest block � of G containing two given points !1; !2 2 
:Basically the algorithm not only constructs � but also all blocks �g for g 2 G: Sincethese blocks form an orbit of G on the set of all blocks, we can at the same time �nd aset of Schreier generators for NG(�):The tool for Atkinsons algorithm is the same data structure as in the labeled branching,i.e. the Union-Find data structure. The blocks are built by fusing disjoint subsetswhich have been detected by a test for the block-property. As above these subsets arerepresented by a tree and a fusion of two trees only needs one additional arc from oneof the roots to the other.The starting point is the partition formed by f!1; !2g and each f!ig for !i 2 
�f!1; !2g:In this step choose !1 as the root of the tree for f!1; !2g and all other trees consist onlyof a root. The algorithm builds up the orbit of � by iteratively applying all generatorsg 2 S to subsets �w; where f!1; !2g � � � � and w is some word in S: If �wg intersectstwo subsets 
1;
2 of the present partition these subsets have to be fused by the de�nitionof a block. We obtain a new word wg such that �wg contains 
1 and 
2: If there arealready words wi such that 
i � �wi then we know that �wg = �wi and wgw�1i is aSchreier generator of NG(�) for each such i. Also if �wg is already contained in some
1 and 
1 � �w1 then wgw�11 is a Schreier generator of NG(�): The algorithm stops ifall subsets in the partition which can be reached by applying some word w in S to �yield no more fusions.This idea can be implemented by keeping a list L of pairs of nodes f�; �g such that onenode is the father of the other node in some tree and still each g 2 S has to be applied tof�; �g: For each tree which contains at least two nodes there is a word word(�) attachedto the root � of the tree such that � 2 �word(�): In the beginning L consists just of(!1; !2); there is one tree with at least two nodes, the tree containing !1 and !2: Theword attached to the root !1 is the empty word representing the identity element of G:A loop is performed until the list L is empty. An iteration step of the loop consists intaking a pair f�; �g out of L and applying each g 2 S to the pair. In order to decide42



whether �g and �g belong to the same tree the roots �1 = root(�g) and �2 = root(�g)are determined.If �1 6= �2 then the two trees have to be fused. In order to keep the height of the treessmall the tree with the lowest height becomes a subtree of the other by adding an arcfrom its root to the root of the other. Then the pair (�1; �2) is added to L:If �1 = �2 then no fusion is needed.We now consider Schreier generators. Each time a pair (�1; �2) is inserted into L this pairdescribes two former roots now becoming one root and one of its sons. Thus, if (�; �) istaken out of L � is the father of � and both elements lie in �word(�): This implies that� = root(�g) 2 �word(�)g: Thus, if already � 2 �w1 for some word w1 detected earlierthen word(�)gw�11 is a Schreier generator of NG(�): This applies always to the case�1 = �2 in the test. If �1 6= �2 then the new root � gets word(�)g attached to it andonly if � was already labeled by some word w1 we get a Schreier generator.Atkinsons AlgorithmInput:set S of generators of a permutation group G on a set 
;!1; !2 two di�erent points from 
:Initialize:Schreier � generators = ;;L = ((!1; !2));word(!1) = ();father(!2) = !1; height(!1) = 1;forall! 2 
 � f!1gword(!) = Null; height(!) = 0:Repeat [at this point all pairs in L still have to be tested]take (�; �) out of L[ � is the father of �, word(�) 6= NULL ]for each g 2 S do�1 = root(�g); �2 = root(�g);if word(�1) 6= NULL theninsert word(�)gword(�1)�1 into Schreier � generators:if word(�2) 6= NULL theninsert word(�)gword(�2)�1 into Schreier � generators:if �1 6= �2 then[thispairhas to be inserted into L, and the trees must be fused]if height(�1) � height(�2) thende�ne an arc from �1 to �2insert (�2; �1) into Lif word(�2) = NULL and word(�1) = NULL thenword(�2) = word(�)g;if word(�2) = NULL and word(�1) 6= NULL thenword(�2) = word(�1); 43



if height(�1) = height(�2) thenadd 1 to height(�2);if height(�2) � height(�1) thende�ne an arc from �2 to �1insert (�1; �2) into Lif word(�1) = NULL and word(�2) = NULL thenword(�1) = word(�)g;if word(�1) = NULL and word(�2) 6= NULL thenword(�1) = word(�2);UNTIL L is empty.Now the tree which contains !1 contains the points of � as nodes and Schreier �generators contains a set of Schreier generators of NG(�):The algorithm is easily seen to be correct, since to each pair (�; �) where � is a sonof � all generators have been applied such that for each tree the whole image undereach generator was considered. The overall time complexity is dominated by the searchprocesses for the roots. By the rule of fusing trees used any tree with k nodes has heightat most dlog2(k)e: Therefore all searches can be done in O(nlog(n)) time. A moreadvanced technique using path compression could reduce log(n) to a function related tothe inverse of Ackermann's function which is at most 3 for all practical values of n.In constructing an automorphism group G from the bottom, i.e. the identity subgroup,one has to extend the current group Gi by some new generator g of Gi�1: Then g fusessome orbits of Gi as we saw before in our example. To �nd these fusions one can intersecteach cycle of g with the orbits of Gi: All orbits with a nontrivial intersection have to befused.In the special situation where hg;Gii has the orbits of Gi as blocks these fusions aremore easily determined. Then already the image of only one point determines the setof images of all points of that block. This set is again a block and as such it is an orbitof Gi which is easily determined by the labeled branching. To �nd an orbit of hgi withrespect to its action on the set of blocks one only has to determine the image blocks inthis way for the powers of g.There is a situation where such blocks occur in a natural way.4.6 Proposition. Let N be a normal subgroup of a group G: If G acts on a set 
 thenthe orbits of N are blocks of G:Proof. For g 2 G and an orbit � = !N of N also �g = !Ng = !gN is an orbit of N:Since orbits are disjoint, they are blocks. 3By the Sylow theorem each �nite group G contains subgroups of the highest prime-powerorders pn dividing jGj: Thus we may whish to construct a Sylow-subgroup P of G instead44



of a full automorphism group G. In this case we can re�ne any chain of subgroups of Psuch that P = P0 > P1 > : : : > PK = fidg; Pi < Pi�1; jPi�1=Pij = pfor all i:Then we can use that the orbits of a normal subgroup of a group are blocks of the wholegroup in each extension step from Pi to Pi�1.For the problem of �nding automorphisms the additional restriction that a Sylow-p-subgroup is to be found gives good extra informations. If Pi�1 = hPi; gi then gp 2 Piand g has to fuse either p blocks of equal length or leave blocks �xed. Since each Piis assumed to be uniquely determined by its labeled branching, no g 62 Pi�1 can �x allorbits of Pi:We show how this principle works in our example of the automorphism group of thecube. We want to construct a Sylow-2-subgroup P of the full automorphism group G:This time we vary the problem by allowing also re
ections as automorphisms.������������1 234 5 678We �nd that (1; 2; 3) is a base of the automorphism group G: Any nontrivial � 2NP ((1; 2)) has to map 3 onto some neighbor of 2 which is not �xed. Then � =(1)(2)(3; 6)(4; 5)(7)(8) is the only choice. The cycles of � form the orbits of NP ((1; 2)):In the next step we look for some � �xing 1 and mapping 2 onto another orbit of length1 of NG((1; 2)): Since 2 also has to be a neighbor of 1� = 1 no such � exists. ThusNP ((1)) = NP ((1; 2)):Now we have to move 1 by some � onto some other �xed point of �:In addition the orbit of 1 under � has to be of length 2.The �rst choice 1� = 2 is realized by� = (1; 2)(3; 4)(5; 6)(7; 8):The orbits of h�; �i are f1; 2g; f3; 4; 5; 6g; f7; 8g:In the next extension step we look for some � mapping f1; 2g onto the other orbit oflength 2, i.e. onto f7; 8g: We choose� = (1; 7)(2; 8)(3; 5)(4; 6):Now we are left with only two orbits of length 4, i.e. f1; 2; 7; 8g and f3; 4; 5; 6g. We �nda last extension step with element � fusing these orbits:� = (1; 5; 8; 4)(2; 6; 7; 3):45



For P = h�; �; �; �i> NP (f1; 2; 7; 8g) = h�; �; �i> NP (f1; 2g) = h�; �i> NP ((1)) = NP ((1; 2)) = h� i> NP ((1; 2; 3)) = fidgwe obtain the following labeled branching:
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It has to be remarked that our de�nition of a labeled branching di�ers from that givenoriginally by Jerrum because we note all orbits of each group in the chain. Our versionis especially useful for the construction of automorphism groups.In our example it was easy to �nd automorphisms with some restrictions for the possibleimage points. Generally, just this is a very di�cult problem which we now consider inmore details.Suppose some structure S1 is described by a set of k�tuples (!1; : : : ; !k) 2 
k withentries from an appropriate set 
: A second structure S2 may be given by k�tuples(�1; : : : ; �k) 2 �k with entries from a set �: A bijective mapping ': 
! � which trans-forms the k�tuples of S1 into the k�tuples of S2 is then an isomorphism. If in particularS1 = S2 then such a ' is an automorphism. In our computation of automorphism groupswe did not only look for an arbitrary automorphism. We had additional restrictions like!'1 = !1; : : : ; !'i�1 = !i�1 for some i:More generally we assume here that on 
 and on � we have sequences (
1;
2; : : : ;
l)and (�1;�2; : : : ;�l) of disjoint subsets such that the mapping ' has to map 
i onto �ifor i = 1; : : : ; l:We want to re�ne these sequences by means of the sets of tuples of the structures suchthat ' still is compatible with these sequences.So let S1 and S2 consist of t tuplesS1 = f(!i1; : : : ; !ik) j i = 1; : : : ; t and !ij 2 
g;S2 = f(�i1; : : : ; �ik) j i = 1; : : : ; t and �ij 2 �g for some k 2 N:46



Then we can classify each Si as following. Since 
 = [li=1
i; each entry !j in a tuple(!1; : : : ; !k) belongs to some 
S(j): Therefore (!1; : : : ; !k) 2 
S(1) � 
S(2) � : : :� 
S(k)and also (!'1 ; : : : ; !'k ) 2 �S(1) ��S(2) � : : :��S(k) if ' is an isomorphism mapping 
jonto �j for each j: The sequences (S(1); S(2); : : : ; S(k)) give thus a classi�cation of thetuples of S1 and S2 such that ' is compatible with these classes.Now we use this information to re�ne the 
i and �i: Suppose the tuples are arrangedin classes C1; : : : ; Cn for S1 and D1; : : : ;Dn for S2 such that ' has to map Ci onto Di:Then for each ! 2 
 we obtain a matrix A(!) = (aij(!)) such thataij(!) = jf(!1; : : : ; !k) 2 Cij !j = !gj:Again this matrix of natural numbers is invariant under '. Therefore it can be used forre�ning the classes 
i;�i respectively.A simpler version can be used if S1 � �
k � ; S2 � ��k � ; i.e. S1 and S2 consist ofk�element subsets of 
 and � respectively. If 
 = 
1 [
2 : : : [
l then each T 2 S1 iscontained in some �
1a1 �[ : : :[�
lal � ; that means T contains exactly ai elements from
i for 1 � i � l: Then (a1; : : : ; al) is invariant under ' and thus can be used to classifyS1 and analogously S2 into S1 = C1 [ : : : [ Cn; S2 = D1 [ : : : [Dn: For the re�nementof the 
i we now count for each ! 2 
 the subsets in the i�th class of S1 which contain!: The vector a(!) = (a1(!); : : : ; an(!))where aj(!) = jfT 2 Cjj! 2 Tgjcan thus be used to distinguish between elements in the same class 
i of 
: This givesa classi�cation which is compatible with ':More generally these techniques can be combined in various ways for structures whichare de�ned by several components consisting of sets of tuples or subsets. One can evenallow nested structures, but this is more involved.4.7 Example. In order to describe a cube as an oriented body in a simple mannerwe note for each vertex together with a neighbor the next neighbor with respect tothe orientation. The structure thus consists of 3-tuples (a; b; c) where neighbor c is thenext neighbor of neighbor b for vertex a. We want to determine all oriented structureautomorphisms � such that 1� = 1: Oriented Cube������������1 234 5 678 1 2 51 5 41 4 22 3 62 6 12 1 3 3 2 43 4 73 7 24 1 84 8 34 3 1 5 1 65 6 85 8 16 2 76 7 56 5 2 7 3 87 8 67 6 38 4 58 5 78 7 447



First we partition 
 = f1; 2; : : : ; 8g into 
1 = f1g;
2 = f2; 3; : : : ; 8g: Then the set oftriples is classi�ed:C1 = f(1; 2; 5); (1; 5; 4); (1; 4; 2)g; C2 = f(2; 1; 3); (4; 1; 8); (5; 1; 6)g;C3 = f(2; 6; 1); (4; 3; 1); (5; 8; 1)g; C4: all other tuples.>From this we obtain the following invariant matrices:A(1) = 0BBB@ 3000300030001CCCA ; A(2) = 0BBB@ 0111001001221CCCA ; A(3) = 0BBB@ 0000010103221CCCA ; A(4) = 0BBB@ 0111001001221CCCA ;A(5) = 0BBB@ 0111001001221CCCA ; A(6) = 0BBB@ 0000010103221CCCA ; A(7) = 0BBB@ 0000000003331CCCA ; A(8) = 0BBB@ 0000010103221CCCA :Now � has to be compatible with the following classes of 
 : 
1 = f1g;
2 = f7g;
3 =f3; 6; 8g;
4 = f2; 4; 5g:An iteration of this process results in no proper re�nement of classes. Now we try toput 2� = 4: This means that we can apply the re�nement process �rstly to the sequence(f1g; f7g; f3; 6; 8g; f2g; f4; 5g) and secondly to (f1g; f7g; f3; 6; 8g; f4g; f2; 5g): If � canbe extended to an automorphism then the elements from the i�th class in the �rstsequence have to be mapped onto the elements of the i�th class in the second sequence.Therefore this also holds true for the re�ned classes. We carry out the �rst classi�cation:C1 = f(1; 2; 5)g; C2 = f(1; 4; 2)g; C3 = f(1; 5; 4)g; C4 = f(7; 3; 8); (7; 6; 3); (7; 8; 6)g;C5 = f(3; 7; 2)g; C6 = f(8; 7; 4); (6; 7; 5)g; C7 = f(6; 2; 7)g; C8 = f(3; 2; 4)g;C9 = f(3; 4; 7); (8; 5; 7)g; C10 = f(6; 5; 2)g; C11 = f(8; 4; 5)g; C12 = f(2; 1; 3)g; C13 =f(2; 6; 1)g; C14 = f(2; 3; 6)g; C15 = f(4; 1; 8); (5; 1; 6)g; C16 = f(4; 3; 1); (5; 8; 1)g; C17 =f(4; 8; 3); (5; 6; 8)g:Now we derive re�nements of the classes f3; 6; 8g and f2; 5g : Entry 3 occurs on the�rst place just once in classes 5; 8; 9: For entry 6 these classes are 6; 7; 10 and for entry8 these classes are 6; 9; 11: So all three elements fall into di�erent classes. For entry2 these classes are 12; 13; 14 while entry 5 occurs on he �rst place in classes 15; 16; 17.Thus all resulting classes of 
 consist of just one element and the same holds for there�nement of the classes for the image structure. Therefore if � can be extended to anautomorphism then the extension is uniquely determined:� = (1)(2; 4; 5)(3; 8; 6)(7):The interested reader may verify that no re
ection is allowed as an automorphism withthis presentation of the cube.An implementation of this method may use lexicographical orderings of the di�erenttypes of invariants. Then forming the sequences of classes with respect to the orderingof the invariants can be achieved by the bucketsort algorithm of computer science, seep.80 of [53]. If n words of length k with letters from an alphabet of l letters have to besorted, this algorithm takes o(k � n+ l) time. In our case we always have l � k � n:48



4.8 Algorithm iterated classi�cation:Input:1. Sequence (
1; : : : ;
m) forming a partition of a set 
:2. Set S = ft1; : : : ; tng of k�tuples with entries from 
:Output: Sequence (
1; : : : ;
r); re�nement of the input partition.Method: Repeat the following steps, until the number m of classes remains constant.1. For each tuple t 2 S and for each entry !i from t determine 
j s.t. !i 2 
j: Formthe vector of class-indices by replacing !i by j:2. Sort all vectors of class-indices, mark each tuple by its rank in this ordering of thevectors. Let c be the number of classes.3. Initialize matrices A(!) of size k � c with entries 0 for each ! 2 
:4. Run through all tuples t = (!1; : : : ; !k) and through all !i of t. If t belongs to classj add 1 to the entry in the j�th row and the i�th column of A(!i):5. Sort all matrices A(!); determine the rank of each A(!) with respect to this or-dering.6. Run through each 
i and sort all elements ! with respect to the rank of A(!): Spliteach 
i according to the di�erent ranks in this ordering.7. Determine the new number m of classes in the resulting partition of 
:Since we use bucketsort in each sorting routine, we �nd that each step 1. to 7. can beperformed in time 0(k � n): The overall complexity is thus 0(k � n � (r �m+ 1)):The reader may modify this algorithm for the case of k�subsets instead of k�tuples.The iterated classi�cation algorithm was developed for graphs by B.D. McKay. Hisalgorithm for computing the automorphism group of a graph seems to be the fastestpresently available, and it is widely used.So far we have discussed the general strategy to build up a labeled branching from thebottom and in each step to �nd automorphisms � for which some image points arealready prescribed or where the set of possible image points is restricted. After anychoice of an image point !� we can apply the iterated classi�cation algorithm to makeuse of the implications resulting from this choice and the structure of the given object.The implications then generally will reduce the candidate sets of possible image pointsunder �: Thus, in a backtrack search the set of alternatives will be reduced.A second source of simpli�cations is the part of the group of automorphisms that isalready known at the actual step. 49



Let A be a group of automorphism that is already known. Suppose we want to describeall automorphisms � that map a distinguished point ! onto some point � from a certaincandidate set �: Then if !� = � and �� = � 2 � for some � 2 A the point � can bereached from ! by applying ��. We thus need to test only one point � from each orbitof A as a candidate for !�: Therefore a labeled branching describing each orbit of A canbe used in this step.In backtracking then the proposal !� = � has to be tested for extendability to anautomorphism. Of course we use the iterated classi�cation but we also want to useorbit informations to reduce the candidate set for the next step. If 
 2 NA(�) then!�
 = �
 = �: Thus if � can be extended to an automorphism also �
 can and �
 alsomaps ! onto �: We see that the next step a�ords to know the orbits of NA(�):Generally we cannot assume that NA(�) occurs in the subgroup chain of our labeledbranching for A: Therefore the orbits of NA(�) are not known explicitely. The techniquefor solving this problem is known as a base-change.Suppose we have a labeled branching for A with respect to the base (!1; : : : ; !n):We needa labeled branching for (�; !1; : : : ; !n); where !i is omitted if � = !i: This can be achievedby computing a labeled branching with respect to this base for Ai = CA(f!1; : : : ; !ig)stepping upwards the chain of subgroups, i.e. for i = n; n�1; : : : ; 0: Arguing by inductionwe assume that we have already such a labeled branching for A1: We also know the orbitof � under A: Thus, we only need to �nd representatives for the cosets of NA1(�) inNA(�): We extend NA1(�) gradually to a group B which will become NA(�) eventually.We initialize with B = NA1(�): Since the cosets of A1 in A are represented in the labeledbranching, we can run with some element a 2 A through a set of representatives. If�a = �b for some b 2 A1 then c = ab�1 2 NA(�) can be taken as a representative.Of course c fuses orbits of the already known subgroup B with NA1(�) � B � NA(�).Thus we can represent C = hB; ci by a labeled branching. If jCj � j�Aj = jAj thenC = NA(�); else we continue with the next choice of a and replace B by C: By thetheorem of Schreier (Th. 1.3) this procedure stops with the desired labeled branching.For a detailed presentation of this technique and a timing analysis see [10].
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We have presented two possible strategies for cutting branches in the backtrack tree cor-responding to the attempts of de�ning image points for an automorphism. Generally itis di�cult to �nd polynomial time bounds for such a backtrack strategy. At least the twoalgorithms for reducing the set of candidates and thus cutting branches are polynomiallybounded. Of course in well behaved cases backtrack may �nd an automorphism veryfast and calling the cutting routines will slow down the algorithm then. It thus dependson the actual application whether it is advisable to implement these procedures.It should be noted that a further re�nement of the strategy is possible again by thehomomorphism principle. Depending on the structure of the object one can look forhomomorphic images, which preserve automorphisms. Then isomorphism testing orconstructing the automorphism group can be done by 1.5 via the homomorphic im-age. This strategy has been thoroughly carried out in the development of constructingp�groups after M.F. Newman and his school, see [56]. In the �eld of graph isomorphismtesting this approach has been proposed by [49] for testing graphs with bounded degreefor isomorphism in polynomial time. Generally, many recursive strategies for construct-ing larger objects from smaller ones can be used for this strategy, for constructions ofsoluble groups see [41].5. Orderly Generation 51



Generally the problem of generating a system of representatives of all isomorphism typesof a certain class of objects has been considered by many authors. We mention onlya few approaches which are strongly related to our work. Mostly the approaches usesome kind of orderly generation of which we will present our subset oriented versionbelow. The basic ideas are from R. Read [58] and I. Faradzhev [19, 31], and an im-portant step forward was made by L.A. Goldberg [21], who showed that graphs of aprescribed number of vertices can be generated by adding vertices of maximal degreewith a polynomial delay. This was a successful attempt to use structure informationin the orderly generation approach. A di�erent strategy had been chosen in the fa-mous DENDRAL project which was an early version of a generator of chemical isomers[48], [25]. There not only the number of vertices is prescribed but also the degrees ofthe vertices are known. This comes from the identi�cation of vertices with atoms of acertain type and therefore of a certain valency. The strategy used in the DENDRALproject can be described by the homomorphism principle. The assumed solutions canbe simpli�ed by homomorphisms in several steps and afterwards the inverse directionhas to be followed up to construct the solutions. Thus the steps are as follows. In two�rst steps the vertices of degree 1 and 2 are removed and then cyclic components areformed by removing bridges. A mathematical analysis of the given brutto formula, i.e.the prescribed sequence of degrees of the vertices, gives the possible number of cycliccomponents, the possible edge degree series for each cyclic component, and the numberof interconnections of these components. The isomers are then built up to isomorphismfrom a catalogue of cyclic structures in a number of steps using some computationalgroup theory, especially double coset computations. Thus, a structural analysis of theproblem allowed to break down the problem into smaller pieces which could be handledeasier.The approach presented here for generating graphs with a prescribed degree sequenceuses the same basic tools. On one hand the mathematical idea of homomorphism isexploited to use structure information algorithmically. This leads to a recursive con-struction of graphs from regular graphs, which compared to DENDRAL allows an un-bounded number of simpli�cation steps. On the other hand orderly generation is usedin the remaining homomorphically irreducible cases. The result is a generator which isextremely fast in many situations but which is slow compared to existing generators asfor example B.D. McKay's makeg [52] on the basis of the well known isomorphism test-ing program NAUTY [51] or the present MOLGEN generator [26] in smaller cases dueto the mathematical overhead. A complexity analysis still is missing and should evolveout of a study of the best recursion strategy within the general framework presented.We start with some basic principles and then show how they are used in generatinggraphs up to isomorphism. Generally the problem of generating objects up to isomor-phism can be interpreted as the problem of �nding orbit representatives from a groupaction. Since algorithms mostly also need the stabilizers of the chosen representatives,we understand by a solution of the orbit representative problem a determination of aset of representatives together with their stabilizers.52



We represent simple graphs as subsets from the set of all 2-element subsets of a vertexset V: Then two such simple graphs are isomorphic i� they lie in the same orbit of SV :Of course we make algorithmic use of homomorphisms. But in the irreducible cases weneed another tool, i.e. orderly generation[58],[19]. We now suppose that a group G actson a �nite set X: We impose on X an ordering < such that also the set 2X of all subsetsof X is lexicographically ordered. This ordering will not be compatible with the actionof G; in general. It is therefore quite astonishing that it can be used in solving orbitproblems. Each orbit SG for some S 2 2X contains a lexicographically minimal elementS0 which we denote as the canonical representative with respect to <. In short we sayS 2 canon<(2X ; G) i� S � SG: Then we have the following fundamental lemma[27].5.1 Lemma If S 2 canon<(2X ; G); T � S; and T < S then also T 2 canon<(2X ; G):Thus, we only have to enlarge representatives T of smaller cardinality by elements xwhich are larger than each element in T to obtain candidates for representatives ofgreater cardinality. This approach can be re�ned by noticing that there are some furtherelements y larger than each element in T which can be excluded as x:5.2 Lemma Let T = fx1; � � � ; xtg; where x1 < x2 < � � � < xt: Then for y 2 xNG(fx1;���;xig)for xi < x < xi+1 and i < t the set T [ fyg is not in canon<(2X ; G): If i = t then if yis not minimal in its orbit under NG(T ) the set T [ fyg is not in canon<(2X ; G):The candidates obtained after removing the cases of the preceding lemma are often calledsemicanonical in the special case of graph generation [37],[24], [55].A test for minimality for each remaining candidate S now has to decide whether thereexists some g 2 G such that Sg < S: The obvious strategy is to run through G with g untileither Sg < S or all elements of G have been tested. Of course there must be chosen someordering in which the elements of G have to be considered. We take a Sims chain withrespect to the set X ordered ascendingly as a base B = (b1; � � � ; bn): This chain consistsof transversals for the left cosets of Gi = CG(fb1; � � � ; big) in Gi�1 = CG(fb1; � � � ; bi�1g)for i = n; � � � ; 1: We order these representatives r by bri : Then we can run through allrGi in this order of r0s and for �xed r in ascending order through Gi for i = n; � � � ; 1:There is a case where some elements of G need not be considered in this procedure [24].5.3 Lemma Suppose S < SU for some subset U of G and Sg = S for some g 2 G:Then also S < SgU ; since SgU = SU :Thus, for a subgroup U which has already been tested the whole left coset gU can beomitted if Sg = S is detected. Sometimes the elements of X play a di�erent role in abigger context. Then one has the additional condition that each xg has to belong to acertain class of elements of X which gives further restrictions for the choice of groupelements.Often the required solutions have to ful�ll some constraints. Then a check if theseconstraints are ful�lled is usually much faster than a canonicity check and will be donebefore. One may even hope that after several recursion steps with increasing t only fewcandidates remain for a canonicity check. The corresponding generation strategy maylead to a larger number of candidates, since in the intermediate steps no restriction to53



extending canonical representatives only is made. Thus, if a candidate S is not minimalin its orbit then already its predecessor may not have been minimal also. In the light oflemma 2.4 above it is therefore useful to determine the �rst extension step where this noncanonicity could have been detected. Then all further extensions of this candidate mustalso be rejected. Depending on the selectivity of the additional constraints a delicatebalance of steps with constraint checking only and steps with canonicity check combinedwith tracing back to the earliest detection point is needed for the fastest strategy. Thishas been followed up by MOLGEN [26].Several di�erent strategies for solving the isomer generation problem have been pur-sued in the MOLGEN project. A �rst strategy followed the DENDRAL strategy [48].There in a �nite number of steps the isomers are constructed out of cyclic graphs. Thepresent version uses orderly generation in �lling characteristic classes of rows of the ad-jacency matrix of the graph representing an isomer [24]. For a future version we haveimplemented a proposal from [25] as a preliminary step. This version is presently onlyavailable for simple graphs[22]. The generation strategy of this version makes a moresophisticated use of homomorphisms and combines them with the orderly generationapproach as discussed above, in the irreducible cases. This new strategy is explained inthe next section.A graph generatorThe generator relies on a strategy of determining �rst how all graphs with a givendegree partition can be built up recursively from regular graphs. The basic result forthis approach is the following.5.4 Theorem Let a = (a0; a1; � � � ; am) be a degree partition of a graph, i. e. there existsa graph G having exactly ai vertices of degree i for all ai; and aj 6= 0: If G is any graphwith this degree partition then the aj vertices of degree j span a subgraph T and theremaining vertices span a subgraph H; such that the degree partitions b = (b0; � � � ; bj) ofT and c = (c0; � � � ; cm) of H ful�ll the following conditions.For each l 2 f1; � � � ;mg; l 6= l there exists a partitional = Xi+k=l ciksuch that for all i ci =Xk cik:There exists a matrix I with jHj columns and jT j rows such that all entries are 0 or 1and Pi cik rows of sum k and bj�l columns of sum l:If on the other hand these conditions are ful�lled for degree partitions a; b; c then for allsubgraphs T with degree partition b and H with degree partition c there exists a graph Gwith degree partition a; having T and H as subgraphs.There are well known criteria for a degree partition to be the degree partition of a graph[28]. Also, the existence condition for a 0=1-matrix with the required row and columnsums can be expressed numerically without any explicit construction by the Gale-Ryser54



theorem[69, p.148,149]. Thus, one can decide in advance whether a splitting of a givendegree sequence a into two degree sequences of graphs b and c will allow to constructfrom two corresponding subgraphs T and H a graph G with the required degree sequencea:It is also clear that the subgraphs T and H in such a case are uniquely determined inany resulting graph G: Also the incidence structure I with a row for each vertex x 2 Hand a column for each vertex y 2 T and noting an egde connecting x to y by the entry1 in the corresponding place of I is unique. Therefore we have the homomorphism �mapping G onto (T;H; I): Thus, we may �rst �nd all degree sequences b and c andhaving constructed the corresponding subgraphs �nd the possible incidence structuresI to form the required graphs G:The strategy obviously reduces the construction problem of simple graphs with pre-scribed degree sequence to that of regular graphs and the problem of how to paste thesubgraphs T and H together. Regular graphs are constructed by an implementation[54]of the method of G. Brinkmann [9]. This is the fastest method known to us presently.The problem of pasting T and H together breaks into two main steps.Suppose H has ci vertices of degree i and cik of them have just k neighbors in T: Then wehave to �nd all partitions of the set of the ci vertices into these subsets of cik subsets forall k up to equivalence under the automorphism group of H: This can be done by orderlygeneration or better by a combination of homomorphism steps and orderly generation.It is important to notice that we will often �nd only a few di�erent isomorphism typesof orbit problems in this step. Moreover, since very often the automorphism groupof H will be trivial or act trivially on this set of partitions, the solutions of one casemay be implicitely carried over to the isomorphic cases by just noting which bijectionsmust be applied. Also all subgraphs H with the same edge degree sequence and trivialautomorphism group can be considered as essential only one case.Now we know the number of entries 1 in each row and each column of I: We have to�nd a set of representatives of the di�erent ways to �ll this matrix up to the actionof the two automorphism groups AutH and AutT: We can �rst partition I into blockswhere the corresponding vertices of each row and those of each column are in the sameorbit of the automorphism group of T or the stabilizer of the selected partition in theautomorphism group of H: Then we have to assign to these blocks a number of 1's thatwe want to distribute there. We end up with the problem of selecting from the set ofplaces in the block the subsets of those which should get an entry 1. This can be doneby orderly generation. By the homomorphism principle only the stabilizer of any suchsolution has to be considered in its action on the next block to �ll. We may even splitthat block further into the orbits of that stabilizer. Thus, again the acting groups andthe blocks become smaller by some factor until no group action appears any more.It should be clear that a lot of di�erent choices can be made to follow up the generalrule of �rst simplifying by homomorphisms and then using orderly generation in theirreducible cases. Our implementation allows to experiment at certain stages to �nd agood strategy. In the most successful combination strategies we obtain by the implicit55



handling of isomorphic cases run times of up to 1031 graphs per second on a PC, see thesmall table below. We remark that we used a labeled branching datastructure and abase change algorithm after [10] to deal with the various automorphism groups occuringduring the generation process.Isomorphism types determined in 10 secondsvertices degree partition number of graphs20 (0,1,8,7,1,1,0,1,0,0,1) 17572930 (0,0,4,2,4,0,2,0,10,0,6,0,2) 290058520752000000050 (0,2,10,8,11,5,8,1,2,1,0,1,1) 192382967718269922890569744384As in 6.4 the degree partitions give the numbers of vertices of the degrees 0, 1, � � � ; 12.Each computation was interrupted after 10.15 seconds and is therefore incomplete. Allcomputations were done on a PC 486DX2 with 8MB of memory.Compared to generators using only orderly generation or only few reductions by homo-morphisms as the present MOLGEN system the new approach needs much more timefor small cases(up to 20 - 30 vertices). This is due to the overhead caused by deter-mining the di�erent decompositions of the given degree partition. So the methods willhave to be chosen depending on the problem size. Still some optimization is needed tomake the new generator useful. The most important point seems to be that we needpowerful constraints and ways to exploit them as early as possible to reduce the solutionspace. According to the recursion steps this means to transform selection criteria for theresult graphs to criteria applicable to the subgraphs which have to be combined in therecursion step. So one will have to study which properties are hereditary to the regularsubgraphs which are the atoms in this approach.
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6. Concluding RemarksThis note presents some techniques �rstly for determining representatives from grouporbits and secondly for �nding the groups of which we need the actions. We con�ned ourinterest to the homomorphism principle and added some material on orderly generation.Both techniques are considered as general principles which lie beyond many di�erentalgorithms. The reader is encouraged to look for solutions of his favorite problem usingthese principles as a guideline. One might even implement a general toolbox usingthese techniques without knowing the actual type of objects and data structures of theproblem. Thus, an object oriented approach could rely on some methods common to agreat variety of object classes and build the generator of all objects up to isomorphismusing only these abstract methods.
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