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ABSTRACT

Kufluoglu, Haldun Ph.D., Purdue University, December, 2007. MOSFET Degrada-
tion due to Negative Bias Temperature Instability (NBTI) and Hot Carrier Injection
(HCI) and Its Implications for Reliability-aware VLSI Design . Major Professor:
Muhammad A. Alam.

The scaling trends in CMOS technology and operating conditions give rise to seri-

ous degradation mechanisms such as Negative Bias Temperature Instability (NBTI)

and Hot Carrier Injection (HCI) in MOSFETs, threatening the circuit and product

lifetimes. The aging phenomena, on top of process variations, translate into complex-

ity and reduced design margin for circuits. International Technology Roadmap for

Semiconductors mentions reliability as one of the ”Design Technology Challenges”

and calls attention to ”Design for Reliability.” In order to increase the overall design

efficiency, it is important to (i) understand MOSFET-level degradation, (ii) develop

physically robust compact models compatible with circuit simulators, and (iii) imple-

menting tools that incorporate NBTI and HCI reliability into VLSI design process

at an early stage. In this work, NBTI and HCI degradation and their implications

on MOSFET and circuit reliability are studied. Transistor-level NBTI degradation is

explored and experimentally calibrated voltage, temperature, and time dependences

are obtained. Recovery characteristics, degradation under AC and random activity

relations are derived. Implications for aggressively-scaled and non-planar MOSFET

geometries are discussed. With comprehensive experimental and theoretical tools,

HCI degradation is investigated, particularly for short channel MOSFETs with lower

operating conditions. HCI issues that are unclear in the literature are resolved. The

interface trap generation under HCI is linked to NBTI theory, thus degradation of

circuits experiencing both mechanisms can be assessed efficiently. Finally, compact
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reliability models for MOSFETs are presented so that this framework can be applied

to digital and analog circuits as well as memory circuits.
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1. INTRODUCTION

MOSFETs have been the major force behind the tremendous development in the mi-

croelectronics industry, yielding unprecedented scientific and technological advance-

ments. This fundamental impact of MOSFETs has been facilitated by the phenomenal

properties of both Si and its oxide, SiO2. The ability to integrate various circuit com-

ponents on the same substrate and the scalability of the dimensions of the MOSFETs

have allowed increasing density of transistors with higher speed and computational

capability along with lower power consumption and cost per MOSFET.

The progress in MOSFET based microelectronics has not been without its prob-

lems. The operating requirements of ICs put stress on the devices, leading to per-

formance and reliability problems. MOSFETs, and particularly the oxide, degrade

during the device operation and cannot retain its original specifications. One general

degradation type is defect generation in the oxide bulk or at the Si-SiO2 interface

over time. The defects can increase leakage current through the gate dielectric, change

transistor metrics such as the threshold voltage or result in the device failure due to

oxide breakdown.

Negative Bias Temperature Instability (NBTI) is one of the most important threats

to PMOSFETs in VLSI circuits. The electrical stress (VGS < 0) on the transistor

generates traps at the Si− SiO2 interface. These defect sites increase the threshold

voltage, reduce channel mobility of the MOSFETs or induce parasitic capacitances

and degrade the performance. Overall, the significant reduction in the performance

metrics implies a shorter lifetime and poses a challenge for the IC manucfacturers.

One peculiar property of NBTI is recovery, i.e., the interface traps can be passivated

partially when the stress is reduced.

Hot Carrier Injection (HCI), although alleviated for current generation MOSFETs,

is another mechanim that can create defects at the Si − SiO2 interface near the
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drain edge as well as in the oxide bulk. Similar to NBTI, the traps shift the device

metrics and reduce the performance. The damage is due to carrier heating in the high

electric field near the drain side of the MOSFET, resulting in impact ionization and

subsequent degradation. Historically, HCI has been more significant in NMOSFETs

because electrons have higher mobilities (due to lower effective mass) than holes and

thus, can gain higher energy from the channel electric field. HCI has a faster rate of

degradation compared to NBTI. HCI occurs during the low-to-high transition of the

gate of an NMOSFET, therefore the degradation increases for high switching activity

or higher frequency of operation. Furthermore, the recovery in HCI is negligible,

making it worse for AC stress conditions.

In an IC, the MOSFETs operate under various stress conditions at different times,

are, therefore, exposed to different degradation types. For instance, in a CMOS

inverter -the fundamental building block of the digital ICs- both the NMOSFET and

PMOSFET are tied to the same input voltage. When the input signal is low (≈ 0V ),

the PMOSFET is under NBTI stress and therefore degrades while the NMOSFET

is turned off. When the input is pulled to high (VDD), the NMOSFET goes through

impact ionization condition and experiences HCI degradation. At the same time,

PMOSFET is turned off and some of the NBTI damage relaxes. Because the fact

that each degradation mechanism generates defects either in the bulk oxide or at the

interface, the overall MOSFET degradation can be very complex.

In this work, NBTI and HCI degradation and their implications on circuit relia-

bility are studied. First, Chapter 2 presents the NBTI background and the theory for

NBTI degradation from the perspective of Reaction-Diffusion model. Additionally,

alternative NBTI theories are compared in the context of saturation dynamics. NBTI

recovery, then geometry-dependent R-D model are provided in Chapters 3 and 4, re-

spectively. Compact models for digital circuits are given in Chapter 5. In Chapter

6, HCI background and existing issues in the HCI literature are discussed. Modeling

approach for HCI degradation is given in Chapter 7. Experimental and theoretical

HCI characterization of technologically-relevant NMOSFETs are presented in Chap-
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ter 8. Then, in Chapter 9 the impact of HCI degradation on MOSFET characteristics

is investigated. Future directions are provided in Chapter 10 followed by Summary

in Chapter 11.
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2. MECHANICS OF NBTI DEGRADATION: A

PHENOMENOLOGICAL DESCRIPTION

2.1 NBTI Background

Negative Bias Temperature Instability is a significant reliability concern for digital

and analog circuits in current generation CMOS technology [2]- [6]. NBTI occurs in

negatively biased (VGS < 0V) PMOSFETs at elevated temperatures and is a con-

sequence of interface trap generation at the Si/oxide interface. In conventional Si

MOSFETs, the transistors are annealed in hydrogen ambient to passivate the dan-

gling Si bonds during manufacture [7]. This traditional method proved to be an

effective solution to the interface trap instabilities for decades; however the continu-

ing MOSFET miniaturization trends, ( i.e., aggressive oxide thickness scaling leading

to higher oxide field and process modifications such as nitridation of oxides to pre-

vent Boron diffusion from p+ poly gate) and higher operation temperatures (due to

power dissipation from the circuits or ambient conditions) accelerate bond-breaking

at the interface over time during the device operation [8], [9]. The traps increase the

threshold voltage, reduce the channel mobility due to scattering and induce parasitic

capacitances in the transistors. Overall, the drain current degrades over time and

parametric reliability becomes a significant concern.

NBTI has become a forefront reliability issue recently, however, it has been known

for decades [10], [11], [12]. Present day operating conditions of circuits favor signif-

icant NBTI related trap generation in PMOSFETs. In NBTI, the interface trap

density increases over time in a characteristic power law behavior (∝ tn), and eventu-

ally threatens the operational lifetimes of the transistors and the circuits. Therefore

understanding the NBTI degradation is of primary importance for existing and near-

future technologies.
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The seriousness of NBTI has led to intense studies in order to characterize the

degradation. Major observations are (a) recovery dynamics after stress [13], [14]

(b) robust fractional power-law exponents [15], (c) activation energies of degradation

[16], [17], [18], (d) frequency dependence [4], [13], [19], (e) isotope (hydrogen and

deuterium) effect [20], (f) lock-in mechanism for recovery [21], (g) material dependence

[22], and (h) microscopics of degradation [14], [17], [18], [23] - [31].

One of the most important characteristics of NBTI is the recovery behavior; when

the stress is removed, the degradation relaxes. This is attributed to annealing of

the interface traps by free hydrogen in the gate dielectric [13], [19]. Recovery can

increase the lifetime for AC stress, however it can also distort the characterization

techniques [21], [31], [32], [33], [34]. Ultra-fast measurement techniques were devel-

oped to overcome the recovery effect [14], [35].

At the circuit level, the degradation can be modeled based on the shifts of thresh-

old voltage, linear and saturation currents of a PMOSFET [2], [3], [36]. The delay

or frequency degradation can be mapped to transistor level NBTI degradation. This

provides a compact form for circuit simulators and design tools [36], [37]. Memory as

well as digital logic circuitry can be treated by this modeling [38], [39]. Additionally,

the impact of degradation on leakage current was discussed in [40].

2.2 NBTI Time-dependence

The experimental characterization period of the transistor degradation is very

short compared to the desired lifetime (e.g., few weeks for the former, about 10 years

for the latter) of a transistor. For a given technology generation, accelerated charac-

terization tests with higher voltages and temperatures with respect to the operating

conditions are performed, the characteristic NBTI time-dependence is extracted, and

the results are projected to the long device lifetimes. In practise, accurate quantifi-

cation of the degradation is of great interest because the lifetime of the MOSFETs or

circuits are directly related to the time-dependence of damage. As it will be presented
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in the next chapters, the observed time behavior strongly depends on the degrada-

tion mechanisms, measurement techniques and MOSFET features such as geometry

and size. Moreover, the NBTI degradation under the accelerated test conditions

and the real operating conditions can vary. Therefore, robust, physics-based, and

well-calibrated models are needed to capture these aspects of NBTI for present and

future-generation devices and stress conditions.

In this thesis, the NBTI time-dependence is explored by encapsulating the phys-

ical mechanisms into a phenomenological framework, i.e., Reaction-Diffusion (R-D)

model. Although several models have been proposed for the time-dependence of

NBTI, the R-D provides a very robust framework to explain experimental observa-

tions.

In this chapter, starting from the standard version, the R-D model will be ex-

panded by considering the role of hydrogen explicitly in NBTI time-dependence dur-

ing stress. A generalized approach consistent with experimental results will be devel-

oped. A distinct evolution in time-dependence, not seen from the standard model,

will be discussed. Then, the generalized R-D framework will be compared with alter-

native NBTI models by studying the saturation phenomena of degradation. Finally,

a summary will be provided.

2.3 Reaction-Diffusion (R-D) Framework: A Mathematical Analysis

2.3.1 Standard Reaction-Diffusion Model

The modeling of NBTI through the Reaction-Diffusion (R-D) Framework can

successfully explain several experimental observations such as (i) fractional time-

exponents [15], (ii) activation energies [16], (iii) relaxation dynamics of degradation

[13], (iv) frequency dependence under AC stress [13], [19], (v) isotope (i.e., deuterium)

effects [20], (vi) lock-in mechanism [21] and (vii) quasi-saturation of NBTI [41].

The model is based on interface trap generation and related hydrogen dynamics

[42]. The generation takes place at the semiconductor/oxide interface which is a
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y
y=

0

Fig. 2.1. The schematic of the Si/oxide interface of a MOSFET.
The dangling Si bonds are present due to the mismatch between the
ordered channel and amorphous oxide. These act as interface traps
and unless they are passivated by hydrogen annealing. NBTI induces
the dissociation of the Si−H bonds causing hydrogen to diffuse away
from the interface.

rough surface where the highly ordered crystalline channel and the amorphous SiO2

dielectric meet. At the junction of these dissimilar materials, some of the Si atoms

from the channel remain dangling without satisfied chemical bonds, thus, forming the

interface traps. The traps lead to poor device performance; therefore the transistors

are annealed in hydrogen ambient during the manufacture. The hydrogen gas diffuses

into the gate-oxide and yields passivated Si bonds as shown in Fig. 2.1. In the R-

D model, the interface trap generation at the Si/oxide interface is represented as a

chemical reaction, i.e.,

Si−H + h+ ←→ Si? + H0 (2.1)
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Si Si Si Si Si Si Si

Si Si Si Si Si Si

H                H                         H      H

H

OXIDE

H2

H

H

Fig. 2.2. The schematic of hydrogen dynamics after it is released from
a Si − H bond. Interface traps are denoted by ?. Atomic hydrogen
can diffuse away from the interface freely or forms H2 with another H.
Recent experiments suggest H2 diffusion due to the activation energy
of degradation.

in which an inversion layer hole, h+, weakens a Si−H bond and hydrogen is detached

as a result of thermal vibrations of the chemical bond [13], [19], [24], [43]- [46]. The

remaining Si dangling bond (Si? in Fig. 2.2) acts as a donor-like interface trap [2], [9].

The H released from the bond can diffuse away from the Si/oxide interface or anneal

an existing trap. The interface trap density, NIT , increases with the net rate of the

reaction given in (2.1), so

dNIT

dt
= kF [N0 −NIT ]− kRNIT N

(0)
H (2.2)

where kF , kR, N0 and N
(0)
H are bond-breaking rate, bond-annealing rate, Si − H

bond density available before stress and hydrogen density at the Si/oxide interface

(y = 0), respectively. When a device is stressed, initially, both NIT and N
(0)
H are

negligible (N0 � NIT ), and so is the kRNITN
(0)
H term in (2.2). Therefore, the increase

in NIT is generation-limited as in Fig. 2.3 (region i). When sufficient hydrogen builds

up at the interface, (2.1) reaches an equilibrium (region ii in Fig. 2.3). The diffusion

of H away from the traps then removes hydrogen from the interface, so the interface



9

(i)
(ii)

(iii)

(iv)

~t1 

~t0 

~tn

log10(time)

log10(NIT)

Fig. 2.3. The schematic of time evolution of the classical R-D
model. Regions (i) generation-limited, (ii) dynamic equilibrium, (iii)
diffusion-limited, (iv) saturation. Region (iii) gives the power law be-
havior for NBTI. The degradation in the first two regions is very quick
and not observable in experimental measurements.

trap generation rate becomes limited to the diffusion of hydrogen (region iii), and thus

represents the characteristic time evolution of NBTI degradation. In this period, the

diffusion of hydrogen obeys
dNH

dt
= DH

d2NH

dy2
(2.3)

where DH is the diffusion constant, and y is the distance into the dielectric (Fig.

2.1). If nearly all the Si −H bonds are broken (NIT ≈ N0), then the interface trap

generation slows down and saturates (region iv).

From (2.2) and (2.3), it is obvious that the temperature and electric-field de-

pendence of NBTI is not considered explicitly in the R-D model. The oxide-field

dependence (exponential dependence) is included in the kF term and the tempera-

ture dependence of the degradation is incorporated through the activation energies

of kF , kR and DH (Arrhenius activation) [8]. The rates kF and kR contain the mi-

croscopic details of the Si − H bond breaking and annealing of Si?, and reflect the
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associated activation energies as distributions over the energy range [25]. The effective

bond-breaking and annealing rates can be written as

kF,R =
∫ ∞

0
k0

F,Re

(
−E

kBT

)
· gF,R(E)dE (2.4)

where gF,R(E) is the Gaussian distribution (with mean EA and variance (∆EA)2) of

the bond activation energies.

When a Si − H bond breaks, every dangling Si bond is associated with a free

H atom in the oxide, therefore NIT (t) =
∫

NH(r, t)d3r. The density of H in the

oxide during diffusion can be approximated with a triangular profile, broadening as√
(DH ·t). Then the interface trap density is given by

NIT (t)=
∫ √

DH t

0
N

(0)
H

(
1− y√

DHt

)
dy

=
N

(0)
H

2

√
DHt. (2.5)

During the diffusion-dominated regime, the dNIT

dt
term is negligible compared to the

other bond-breaking and annealing terms in (2.2), therefore (2.2) can be simplified as

NIT N
(0)
H =

kF N0

kR

. (2.6)

Substituting N
(0)
H from (2.5) into (2.6), (2.7) is obtained

NIT (t) =

√
kF N0

2kR

(DHt)
1
4 (2.7)

which gives the time-exponent (n = 0.25) of NBTI when only H diffusion is taken

into account. The derivations up to (2.7) correspond to H-diffusion branch in Fig.

2.4, therefore generation and diffusion of H2 are ignored completely.

2.3.2 Reaction-Diffusion Modeling with H2-only Diffusion

In the standard R-D model, only H diffusion is considered. However, it was shown

that measurement induced delays or interruption of stress can yield time-exponents

that are higher than the uninterrupted case [21], [22], [32], [34]. Moreover, theoretical
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Si

O
xide

Fig. 2.4. Schematic representation of the numerical implementation
for the generalized H ↔ H2 simulations. Both H and H2 dynamics
are handled explicitly. The standard R-D model with H diffusion
ignores H2 generation. The H2-only model assumes instantaneous
conversion, therefore the H branch is not included. The simulation
domain is discretized into M nodes, first node being the NIT term.
The rest of the nodes have H and H2 densities at the same physical
location.

calculations suggest that atomic H is unstable and converted into molecular H2 after

it is released from the Si/oxide interface [24], [26]. Furthermore, activation energies

extracted from NBTI measurements support that the dominant diffusing hydrogen

species is H2 [17], [18]. Therefore, a modified R-D modeling with H2 can be obtained

based on the principles of the H-only framework. In the H2-only model, after disso-

ciation of Si−H bonds, released H atoms react and form the hydrogen molecule (see

Fig. 2.2) as

H + H ←→ H2. (2.8)

Analytically, the derivations that yield (2.7) can be repeated when H2 diffusion is

the dominant factor that limits the degradation rate. The fundamental assumption

in this modified model is that all atomic H becomes H2 and only the H2-diffusion
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branch in Fig. 2.4 is taken into account. Once the H atoms react and generate H2,

the change of the interface trap density in (2.2) can be rewritten as

dNIT

dt
= kF [N0 −NIT ]− kRNIT N

(0)
H,eff (2.9)

in which the annealing component has an effective hydrogen density term (and kF ,

kR can be different from H-only model). The NH,eff is obtained by considering the

equilibrium dynamics of (2.8), namely

N
(0)
H,eff ∝

√
N

(0)
H2

. (2.10)

Additionally, corresponding to H2 diffusion, (2.3) becomes

dNH2

dt
= DH2

d2NH2

dy2
. (2.11)

The triangle approximation with H2 diffusion away from the interface results in

NIT = 2 · 1
2
N

(0)
H2

√
DH2t = N

(0)
H2

√
DH2t. (2.12)

The factor 2 in (2.12) comes from the fact that H2 contains two H atoms and therefore

it is associated with two interface traps. At the Si/oxide interface, (2.6) is still valid

and inserting (2.12) into (2.10) yields

NIT (t) ∝ [
kF N0

kR

]
2
3 · (DH2t)

1
6 . (2.13)

The H2 diffusion and the time-exponent in (2.13) is consistent with the experimental

activation energy of NBTI and time-dependences observed in measurements.

2.3.3 Generalized R-D Model with Both H and H2 Diffusion

The H2-only R-D model employs assumptions stating that H-to-H2 conversion is

extremely fast and H is consumed totally to generate H2. However, these assumptions

may not be realistic in general for such a conversion reaction and the validity of the

robust power-law time-dependences predicted by H-only and H2-only models (also

widely supported by experiments) is of concern. This issue can be addressed by a
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generalized modeling approach in which the aforementioned assumptions are relaxed

by considering the dynamics of (2.8) [47]. In this approach, both H and H2 branches

in Fig. 2.4 are included and their diffusion and mutual conversion are explicitly

accounted for. According to (2.8), the rate of change in NH2 is given by

dNH2

dt
= kH1N

2
H − kH2NH2 . (2.14)

where kH1 and kH2 are generation and dissociation rates for H2. The rate for H can be

written similarly. After Si−H bonds break, the released H atoms can diffuse away

from the interface or get converted into H2. Although neutral H atom is thought

to be unstable compared to the charged H ions in the oxide [48], in this model, the

assumption is that the conversion into H2 takes place very quickly, so neutral H0

is possible under non-equilibrium conditions. The molecular H2 can also diffuse or

dissociates back to H atoms. The H2 cannot be formed directly from the Si − H

breaking nor it can passivate an interface trap. The complex nature of the dynamics

in the generalized approach does not permit understanding the time-dependence of

NBTI readily. Therefore, numerical solutions are needed to assess the effects of H−H2

dynamics on NBTI degradation. The solutions are based on (2.2), (2.3), (2.11) and

(2.14) and do not contain any approximations regarding the shape of the hydrogen

profiles or restrict H−H2 conversion reactions with specific assumptions. The details

of the numerical implementation are presented in Appendix A.1.

2.3.4 Simulation Results and Discussion

The result of H ↔ H2 simulation is compared with those of H-only and H2-only

R-D numerical solutions in Fig. 2.5. As predicted by (2.7) and (2.13), H-only and

H2-only simulations reflect the time-exponents of 1/4 and 1/6, respectively. The H-

only and H2-only curves act as limits to the H ↔ H2 result, i.e., as kH1 in (2.14)

reduces toward 0, H ↔ H2 solution approaches that of H-only. Similarly, as kH1 is

increased further so that more H is consumed, the H ↔ H2 result approximates the

H2-only solution. In Fig. 2.5, despite the fact that it gives the same result as H2-only
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Fig. 2.5. When the conversion of H to H2 is added into the simu-
lations, the time-behavior changes significantly at earlier times. The
diffusion mechanism in H-only and H2-only implementations cannot
foresee this behavior. The H and H2 results are the limiting cases for
the H ↔ H2 solution when the H2 generation rate, kH1 , is increased
or decreased further.

implementation at later times, the H ↔ H2 simulation shows a distinct behavior at

earlier times. While the H2-only model shows a sharp transition from t1 (reaction-

dominated) to t1/6 (diffusion-dominated), the H ↔ H2 shows an intermediate soft-

transition region with slope 1 < n < 1/6 (n ∼ 1/3 as in Fig. 2.5). The time-exponent

(1 > n > 1/6) predicted by the theory supports experimental data presented in

Fig. 2.6 [14], [21]. This change in the time-exponent is observed for a wide range of

values of the kH1 and kH2 parameters and the transition point where the exponent

becomes 1/6 always denotes the beginning of the diffusion-dominated regime. The

time-exponent of ∼1/3 in the H ↔ H2 solution can be explained by the aid of Figures

2.7 and 2.8. In this regime, the atomic hydrogen released from the interface is being

converted to H2 (dNH2/dt > 0) according to (2.14) and thus N
(0)
H keeps decreasing

as N
(0)
H2

increases over time (see Fig. 2.7). Unlike (2.12), the diffusion in this regime

is negligible and since N
(0)
H � N

(0)
H2

due to the conversion, NIT ∝ N
(0)
H2

as verified by



15

[21]
[14]

Fig. 2.6. Experimental data published in the literature shows a higher
time-slope initially. H ↔ H2 theory supports the observations. Data
from [14], [21].

Fig. 2.8. Therefore, dNIT

dt
∝

dN
(0)
H2

dt
can be obtained. Also, from Fig. 2.8, although

N
(0)
H � N

(0)
H2

at the Si/oxide interface, due to H2 generation, kH1 [N
(0)
H ]2 � kH2N

(0)
H2

in (2.14). Substituting N
(0)
H from (2.6) gives

dNIT

dt
∝

dN
(0)
H2

dt
∝ kH1 [N

(0)
H ]2 ∝ 1

(NIT )2
. (2.15)

The analytical solution of (2.15) gives NIT ∝ t1/3, as observed in the numerical

simulation results.

As the H2 density increases at the interface, eventually, it begins to diffuse away.

As shown in Fig. 2.9, H also diffuses, however its density is much smaller than

H2, so the interface trap generation rate is governed by H2 diffusion. Therefore

this behavior shifts the time-exponent to 1/6 at later times, in agreement with the

analytical solution of (2.13). The H ↔ H2 model shows a transition behavior as

the time-exponent changes from a higher value to 1/6 at earlier times. This early-

time transition is different from the later-time quasi-saturation behavior observed in

NBTI experiments (detailed discussion in Sec. 2.4). The quasi-saturation is often
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Fig. 2.7. The profiles of H (left panel) and H2 (right panel) during the
NIT ∝ t1/3 regime. This period is marked by a significant consumption
of H and its conversion into H2. The H2 density is much higher than
that of H. The diffusion is negligible so the profile tips extend only
slightly with time and the change in densities of H and H2 at the
interface is much more pronounced. Therefore NIT ∝ N

(0)
H2

.

explained by (i) reflection of diffusing species from material boundaries [19], (ii)

consumption of all Si − H bonds [29], [41], (iii) distribution of bond-energies [30],

and (iv) experimental artifact arising from measurement delay (e.g., charge pumping

technique) [27], [34]. Overall, quasi-saturation in NBTI has a direct impact on the

device lifetime; it can provide increased lifetime since the time-exponent is reduced at

later times. However, in the H ↔ H2 mechanism, the initial time-slope is higher than

the traditional exponents and the model anticipates this change in the time-exponent

even when the delay effects are corrected. Saturation effects are not included in this

section, however the higher slope would still be apparent in that case since saturation

happens at later stages of NBTI. Experimentally, the transition in the exponent may

not be visible in the measurement window depending on the rate of the conversion

from H to H2. Even so, the MOSFET would degrade more at earlier times in the

operating conditions and thus the benefits of quasi-saturation behavior may not be
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~ t1/3

Fig. 2.8. During the NIT ∝ t1/3 regime, simulations show that the
density of H(0) decreases due to conversion into H2. NH2 � NH and

since integrated NH2 and N
(0)
H2

are directly proportional, NIT ∝ N
(0)
H2

.

significant in the H ↔ H2 model. It was suggested that dispersive diffusion of

hydrogen species can explain time-dependent exponents in NBTI [31]. However, once

the artifacts due to measurement delays were accounted for, dispersion was found to

be negligible at later stages of NBTI time characteristics [34]. At the early stage,

dispersion can be effective in addition to the H to H2 conversion and modify the time

exponents.

In comparing experiments with the H − H2 theory, one should be careful about

artifacts arising from measurements. The degradation is conventionally calculated

from ∆ID(t) = |ID(t)− ID(t = 0)|. In reality, the MOSFET can degrade during the

first ID measurement even when measurement duration, t0, is very short. At very

early times ID(t) ≈ ID(t = t0), and their difference is nearly zero. As a result,

initial ∆ID(t) increases rapidly, yielding an artificial time-exponent higher than the

long term n=1/6 behavior. After correcting for the t0 artifact, it was found that

the higher time-exponent, n=1/3 is indeed present in the NBTI characteristics [28].
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Si Oxide

H2

H
time

Fig. 2.9. After sufficient H2 build-up at the interface, diffusion begins
to take over. The densities of H and H2 at the Si/oxide interface

decrease with time whereas the profile tips move as
√

Dhydrogen · t
(much faster compared to the profiles in Fig. 2.7) in accordance with
the diffusion process. Both H and H2 diffuse but the density of H is
much less than that of H2 and the overall time-dependence of NIT is
limited by H2 diffusion n=1/6 regime.

Moreover, the H−H2 model can also explain the time and voltage dependences better

than the H2 − only approach once the artifact due to t0 has been corrected for [28].

In this section, a generalized Reaction-Diffusion model for H-to-H2 conversion

with finite transition time was considered. The time-behavior of NBTI is investi-

gated when the dominant diffusing species is H2 and the conversion of atomic H into

H2 is implemented explicitly in the numerical solutions. It is shown that the conver-

sion of H to H2 results in time-slopes higher than traditional NBTI time-slopes at

earlier stress times. This time-dependence cannot be predicted from diffusion-only

implementations. The experimentally observed soft-transition in the time-exponent

in NBTI may stem from such conversion-dominated hydrogen dynamics. If the mea-

surement window is not long enough, even with a quasi-saturation in NBTI at later
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times, this dynamic behavior may imply shortened lifetimes, and therefore, should be

evaluated carefuly.

2.4 Saturation behavior

The NBTI literature until late 1990s generally characterized the interface trap

(NIT ) generation as a function of time, (t), as a power-law (i.e., NIT ∝ tn) with

n ≈ 0.3−0.5. This value of n was assumed robust, that is, independent of stress time.

This time-independent exponent had been the unique signature of NBTI degradation

and traditional theoretical models of NBTI strived to interpret the constancy of n

satisfactorily.

It became increasingly clear in late 1990s, as the semiconductor industry began to

struggle with NBTI issue, that the projected IC lifetime based on n ≈ 0.30−0.50 will

be unacceptable. This led to an intense reexamination of the NBTI time-exponent.

The essence of many measurements of n done since late 1990s is the following: n ≈

0.3− 0.5 at the early stage of degradation, however at long stress times, n gradually

decreased to ≈ 0.12 − 0.15 as in Fig. 2.10. This is good news for semiconductor

industry because lower exponents translate to longer extrapolated lifetime for CMOS

circuits. However, this time-dependent change in n (in other words, quasi-saturation

of trap generation) poses a challenge to old theories of NBTI which focused on the

interpretation of time-independent exponents. The old NBTI theories had to be

generalized to explain the new phenomena and establish appropriate voltage and

temperature scaling laws. Five different mechanisms for NBTI quasi-saturation have

been proposed: a) Reflection of H at the poly/oxide interface [8], [55], b) Breaking

of all Si − H bonds at the Si/SiO2 interface [29], c) Variation of bonding strength

of the precursors [30], [49] d) Transition from atomic to molecular hydrogen [47], and

e) Artifact of finite measurement delay [50]. All these models are based on various

refinements of basic Reaction-Diffusion (R-D) model. The basic model has been

extensively validated in the literature [8], [13], [15], [31], [42], [55]. In this section,
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both analytical formulations as well as numerical solutions of the R-D model to explore

the proposed mechanisms of quasi-saturation are used. The voltage, thickness, and

temperature dependence of NBTI degradation predicted by these models are different.

Then, the predicted differences among the models and propose possible methods for

explicit experimental conformation are highlighted.

2.4.1 R-D model vs. Alternative Theories of NBTI

In the standard R-D approximation, one assumes that in (2.2), the trap genera-

tion rate is much slower than the dissociation and annealing rates, so that kF N0 ≈

kRNIT NH with neutral H diffusion. Since hydrogen diffusion front moves a distance

of
√

DHt, dNIT

dt
≈ DHNH/

√
DHt ≈ DHN2

H/
√

DHt. Substituting kF N0 ≈ kRNIT NH

into this relationship,

NIT

N0

≈ a(
t

τ
)n;

1

τ
≡ DH2(

kF

kRN0

)1/2n (2.16)

where a is a constant and (n≈1/6). If diffusion of hydrogen is dispersive, i.e., DH ≈

D0t
−m, the time exponent of (2.16) would change from n to (1−m)n [33]. Similarly,

if the diffusing species were a proton, H+, and the proton drift were dispersive,

µH ≈ µ0t
−m, then n would also be n(1−m), as before [29], [31], [51], [52].

Therefore, according to the R-D model of NBTI, the power-law in (2.16) arises

from the interplay of generation, annealing, and (either normal or dispersive) diffusion

of H at the Si/oxide interface. In R-D model, exponent n is intimately related to

the geometry of diffusion, allowing interpretation of NBTI and HCI time-exponents

as a consequence of 1-D and 2-D diffusion, respectively [53]. And the finite value of

annealing coefficients, kR , allows interpretation of relaxation experiments [13], [19],

[55]. Note that the exponent n in (2.16) is robust and time-independent, that is,

given the assumptions, this is an exact solution. One would need to relax some of

the assumptions made in deriving (2.16) to interpret the time-dependent exponent n

that characterizes the quasi-saturation of NBTI characteristics.
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Fig. 2.10. Typical measurement of NBTI shows that the time expo-
nent n, given by the slope of the log(NIT ) vs. log(t) curve, is time
dependent that can be interpreted as quasi-saturation of interface trap
generation [56].

2.4.2 Saturation due to Poly-SiO2 Interface Reflection (Reflection Model)

In the discussion above, the assumption is that H diffuses in oxide alone, but this

is unrealistic for sub-5 nm oxides. If the H diffusion in poly-silicon (which tops the

oxide) is slower than that in the oxide, then there will be a build-up of H at the

poly-oxide interface. This would increase the reverse reaction and reduce overall trap

generation. As seen is Fig. 2.11, numerical solution of (2.2), that allows two different

diffusion coefficients for oxides and poly, results in quasi-saturation of NIT vs. time

characteristics. However, as shown in Fig. 2.11, this saturation is soft, because given

adequate time, the NIT vs. time characteristic would regain the original exponent

(except DH(oxide) will have to be replaced by DH(poly)) [41].
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Fig. 2.11. Temperature(T)-dependent reduction in NIT generation
due to reflection at the poly-oxide interface (DH(T3) = 10DH(T2) =
100·DH(T1)) .

2.4.3 Saturation due to Depletion of Precursors (S-E Model):

If the poly and the oxide diffusion coefficients are equal or if diffusion in poly is

faster than that in oxide DH(oxide) = DH(poly), there would be no build-up of H2

at the oxide/poly interface, and reflection at that interface would not explain NBTI

saturation. Assuming this is the case, the second interpretation of NBTI has been

proposed which challenges the assumption that NIT remains negligible compared

to precursor density N0 throughout the measurement window. The distinction of

soft saturation due to reflection at poly/oxide interface discussed above with hard

saturation due to depletion of all Si−H bonds as NIT ≈ N0 allows one to interpret

the Stretched-Exponential (S-E) model [33] as an approximation to R-D model. Near

the hard saturation limit, dNIT /dt ∼= 0 (not merely negligible compared to other two

terms in (2.2), but NIT ≈ N0, therefore, kF (N0 − NIT ) ≈ kRNIT NH . Inserting this

in dNIT /dt ≈ DHNH/
√

(DHt), and integrating,

−NIT

N0

− ln(1− NIT

N0 −NIT (0)
) = b(

t

τ
)2n, (2.17)
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Fig. 2.12. Reduction in NIT generation once Si − H precursors (N0

in (2.2)) is depleted. The saturation point increases as temperature
is reduced.

where b is a constant (≈n/2) and n = 1/6. The (2.17) is readily approximated as

NIT

N0

≈ (1− exp[−(
t

τ
)n]) (2.18)

by Taylor series expansion (correct to the 2nd order, i.e. error ≈ 0.2·(NIT /N0)
2,

and absolute error bounded by a factor of 2 as NIT /N0 approaches 1). Again, if the

transport is dispersive, i.e. DH ≈ D0t
−m, the n(1 − m) replaces time-exponent n.

In addition, if one assumes H+ drift rather neutral H diffusion, (2.17) and (2.18)

remain unchanged except n = 1/6 is replaced by n = 1/3 and DH replaced by (2Eox).

Fig. 2.12 shows that this model would also lead to quasi-saturation of the NBTI

characteristics. Since the saturation point is determined by certain density of traps,

it will be reached at different times at different temperatures.

2.4.4 Saturation due to Dispersion in Bond Energies (B-D Model)

The third model assumes that DH(ox) = DH(poly) and N0 � NIT within the ex-

perimental window, so that neither of the above models can explain quasi-saturation.



24

In the bond dispersion model (B-D) model, quasi-saturation arises from the well

known fact that Si − H bonds have a distribution of bonding energies (≈ 0.1eV ).

The weaker bonds are rapidly broken as soon as the stress is applied, so that initial

NIT generation is high. The remaining bonds, on the average, are stronger so their dis-

sociation rate continues to fall with time, leading to quasi-saturation of interface trap

generation. The B-D models assumes H diffuses away from the interface faster than

NIT generation (DH/Tox � kF ). The model also assumes that interface annealing is

negligible (kR ≈ 0) making second term of (2.2) irrelevant. Since B-D model assumes

that the Si − H bonding or activation energy, EA, is not unique, so that (2.2) now

needs to be rewritten as dNIT

dt
=
∫
EA

kF (EA)D0(EA)dEA with
∫
EA

D0(EA)dEA≡N0

and N0 � NIT , D0 being the bond-energy distribution. Assuming that

D0(EA) = 1
σ

exp(−∆ε)
[1+exp(−∆ε)]2

with ∆ε≡ (EA−<EA>)
σ

and kF = k0·exp(−EA

kBT
). (< EA >

is the average activation energy, σ is) the standard-deviation of bonding energies,

and T is temperature), trap generation is given by [49] NIT

N0
= 1 − 1

1+(t/τ)n and n =

(kBT
σ

)p. The exponent p depends on the range of fit to the experimental data. The

numerical results for different temperatures are shown in Fig. 2.13. While B-D model

provides one possible interpretation of NBTI saturation, since annealing term in (2.2)

is neglected, the B-D model (in the current form) can not explain the relaxation

experiments. However, like S-E and Reflection model, the T-dependence of time-

exponent n arises from dispersion (bond dispersion for B-D model, diffusion or drift-

dispersion in S-E and R-D models). In the absence of bond-dispersion, the other

models would still predict fractional time-exponents, but the B-D model would not.

Finally, since B-D model does not consider H diffusion or H+ drift explicitly, therefore

unlike R-D model, exponent n does not depend on geometry and only hard saturation

of NIT is possible (i.e. n approaches zero for long stresses).
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Fig. 2.13. Reduction in interface trap generation dispersion in Si−H
bonding energies, σ = 0.1eV

2.4.5 Saturation Due to H to H2 Transition (H −H2 Model)

As discussed in Sec. 2.3.3, H−H2 model proposes that the quasi-saturation arises

from the gradual transition from H to H2 (rather than the instantaneous transition

implied by the use of law of mass-action. Since H diffuses with exponent n = 1/4 and

H2 diffuses with exponent n = 1/6, the continual reaction from H to H2 is reflected in

time-dependent transition from high to low trap generation exponent (in other words

quasi-saturation). This model interesting because it does predict that the slope will

saturate towards n = 1/6, which is apparently consistent with experimental data.

The details of this model are discussed in Section 2.3.3. A representative curve from

this model is also shown in Fig. 2.14. The essential aspect of these plots are that

since diffusion coefficients of both H and H2 are temperature dependent, therefore the

decay length of H into H2 depends on temperature. This temperature dependence is

the key to validate if H to H2 transition is the determining factor of quasi-saturation

characteristics of NBTI.
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Fig. 2.14. Since the transition from H (which dominates early
NIT generation) to H2 (dominates trap generation at later time) is
temperature-dependent, the times for quasi-saturation also depends
on temperature.

2.4.6 Saturation as an Artifact of Measurement Delay (Delay Model)

Finally, it has been argued that quasi-saturation in NIT generation does not reflect

any actual reduction of trap generation rate (as has been discussed above), but rather

this is a consequence of limitations of NIT measurement techniques. Specifically, in

order to measure NIT by standard techniques like charge-pumping or threshold volt-

age shift, the NBTI stress is temporarily interrupted, the NIT measurement is done,

and stress is reapplied (details will be discussed in Sec. 3.1). During this measurement

interval (after the stress has been turned off and before the measurement has began,

i.e. measurement delay) a significant fraction of NIT is annealed because, although

once the stress is removed, the field dependent kF term in (2.2) becomes zero, so that

no new NIT generation is possible, however, the field independent reverse reaction

term (kR) remains nonzero and drives the reverse annealing of H and NIT , with a

net reduction in NIT . The subsequent measure of NIT reflects this annealing-induced
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Fig. 2.15. Numerical simulation of measurement delay also gives rise
to quasi-saturation behavior in NIT vs. time characteristics (T3 >
T2 > T1 and delay=1sec).

reduction in actual trap density. The exact loss of NIT due to this measurement

issue depends on the relative magnitude of stress interval and measurement delay.

Generally, since stress intervals are set to increase geometrically with time while the

measurement delay remains constant, NIT loss is initially significant, but it continues

to reduce with time so that eventually delay-interrupted NIT approaches the uninter-

rupted NIT values (Fig. 2.15).

Fig. 2.16 and Fig. 2.17 summarize the results of this section. Fig. 2.16 plots

the temperature dependence of saturation point or equivalently, the time to quasi-

saturation (Fig. 2.17). Considering the Fig. 2.16, a strong temperature depen-

dence of the quasi-saturation point would support the Reflection model or the S-E

(Hard Saturation) model. On the other hand, if the quasi-saturation is temperature-

insensitive, one would consider the Delay model or H −H2 model (assuming kH1 and

kH2 have weak temperature-dependences) as possible explanation of quasi-saturation.

In addition to temperature as being of measurement variable, one can also study the

predictions of the models for thickness and voltage dependence.
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Fig. 2.16. Summary of results from previous figures. The interface
trap density at which quasi-saturation point is reached.

Fig. 2.17. The time (τ) at which the quasi-saturation point is reached
depends on the model. Each of these models predicts very different
temperature dependence which can be compared against experiments.

Given that the delay model explores measurement artifacts, this has to be an im-

portant component of any comprehensive model for NBTI saturation. Once corrected
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for measurement delay, the data will then have to be analyzed for consistency by the

remaining four models.

Among these four models, B-D model, in the form described above, is an unlikely

candidate because the model is not consistent with annealing data. Of the remaining

three models, in analysis of temperature, thickness and stress dependence seems to

support the Reflection model over the S-E model. Both the H −H2 model and the

B-D model highlight important points (that H −H2 transformation is not instanta-

neous and that bond-strength is not unique), but their contributions may not be the

most important factors in determining NBTI quasi-saturation behavior. Overall, the

measurement delay and subsequent recovery are the key factors to evaluate the satu-

ration behavior and mechanisms correctly. Recovery effects will be discussed further

in the next chapter.

2.5 Summary

The standard Reaction-Diffusion model based on H diffusion is extended for H2

and H − H2 in the light of experimental observations and theoretical consistency.

The generalized H −H2 framework can explain experimental trends better than pre-

vious models. Alternative NBTI models are compared in the context of saturation for

degradation. Temperature, voltage, time, and recovery characteristics were summa-

rized in order to identify the most plauible theory for NBTI. R-D model is established

among others because of its strengths.
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3. NBTI RECOVERY: R-D PERSPECTIVE

The discussion on NBTI so far focused on DC degradataion condition, however in

most circuits, the MOSFETs experience AC stress. One peculiarity of NBTI is the

recovery of degradation when the stress is reduced or turned off. The improvement

in MOSFET characteristics are attributed to the reduction of interface trap density

during recovery. According to the Reaction-Diffusion model, the interface traps are

annealed by the hydrogen released during stress. This can be seen from the interface

trap generation rate of (2.2)(for H diffusion, H2 case is conceptually the same),

During recovery, with the reduction of |VGS|, the bond-breaking rate, kF , is re-

duced significantly since kF has exponential voltage dependence [8]. The right-hand

side term in (2.2) dominates, therefore the interface trap density decreases over time.

3.1 Impact of measurement delay

One of the most important signatures of recovery is the time-slope of NBTI. Earlier

NBTI experiments such as charge pumping employed measurement delay inherently,

that is, the stress on MOSFETs were interrupted periodically to measure the charac-

teristics. The delay is also common in industrial practice; for characterizing various

PMOSFETs fabricated on the same wafer, the most straightforward method is to

stress and measure in a serial fashion because most characterization systems cannot

stress the PMOSFETs on the same wafer in parallel. Due to the power-law behavior

of NBTI, the measurement times are usually chosen at logarithmically-spaced inter-

vals (data are assessed in log10(time) scale) during stress. At early stages of the

experiment, the delay time is comparable to the stress time and therefore the impact

of recovery is more. At later times, recovery time is much less than the stress times so

the delay has a negligible effect. As a result of this experimental procedure, the un-
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Real NBTI

Measured 
NBTI

Fig. 3.1. With interruption of stress, NBTI time-exponent increases
due to recovery effects from R-D theory. Resulting exponent and
extrapolation for device lifetime can be misleading.

avoidable delay yields a higher time-exponent compared to the DC stress conditions,

as depicted in Fig. 3.1. As the delay time increases, the time-exponent increases.

This is because of the fact that an increase in delay causes more recovery, since re-

covery time is comparable to the stress times at earlier periods. An experimental

manifestation is given in Fig. 3.2 following [32]. Also, the DC-stress lifetime projec-

tion in the presence of delay is going to be different from the case of 0-delay due to

the recovery effects therefore device and circuit lifetime methods should be carefully

evaluated.

3.2 AC stress

NBTI under AC stress is also affected by recovery. During the OFF cycles, the

degradation relaxes. However since the subsequent ON and OFF cycles have compa-

rable durations and recovery takes place at linearly-spaced time points, the time-slope

of the overall degradation is not higher than the DC-stress case, but rather DC and

AC degradation are parallel as in Fig. 3.3. The magnitude of degradation is of course



32

101 102 103 104
100

101

time [sec]

Δ
I D

SA
T [%

]

100s, n=0.24
10s,   n=0.22
3s,     n=0.2
0.4s,  n=0.19

Fig. 3.2. As the measurement delay increases, time exponent of ex-
perimental data increases. Data from [32].
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Fig. 3.3. Degradation under AC stress with square waveforms (shape
of pulse) having different duty cycles: 100(=DC), 75, 50, 25, and 5%
duty cycles were used in R-D simulations.

less than the DC case since effectively, the MOSFET experiences less stress under AC

bias. This can also be seen in Fig. 3.3 as for different duty cycles of square-waveform

gate bias. As the duty cycle decreases, so does the overall AC degradation. The
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asymptotic evolution of degradation can be predicted by a simple relationship in this

condition:

∆NIT (AC) = αeffective ·∆NIT (DC) (3.1)

where αeffective is the effective activity factor which can be written as

αeffective =

√√√√ 1

t0

∫ t0

0

V 2
GS(t)

V 2
GS,max

dt. (3.2)

Essentially, (3.2) is the normalized root mean square of the input signal, where t0 is

sufficiently long time so that t0 � Tcycle and Tcycle is the period of the waveform. For

the square-waveform, αeffective =
√

%duty cycle
100%

.

3.3 Random activity

In circuits, generally, the MOSFETs don’t undergo square waveforms since the

switching activity can be completely random. For that case, it is questionable if the

above analysis and (3.1) will hold. Fig. 3.4 illustrates degradation under random

activity. The signal was taken to be a uniformly distributed random sequence. The

percentange ON time was taken as a parameter. As it can be seen, even in this

case, the relationship is valid, the asymptotic degradation under random bias can be

predicted by (3.1)(dot-dashed lines in Fig. 3.4) with αeffective =
√

%ON time
100%

. These

relationships constitute a compact way of predicting AC degradation under arbitrary

switching conditions and suitable for circuit simulators.

3.4 Frequency dependence

Another important question in AC degradation is the frequency degradation.

Since frequency determines the ON and OFF times, the interface trap generation

and annealing time intervals will vary with it. For low frequencies, the recovery time

will be higher. Also, if these durations become very short with high frequencies, the

rate of mechanisms could be affected. Fig. 3.5 compares AC degradation with several

frequencies with the DC case.
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Fig. 3.4. Degradation under AC stress with arbitrary switching ac-
tivity. 100(=DC), 75, 50, 25, and 5% ON-time were used in R-D
simulations. Random sequence is assumed for gate bias. All wave-
forms have the same pulse frequency.

f1

f4=10xf3

f2=10xf1

f3=10xf2

Fig. 3.5. Degradation under AC stress with several different frequen-
cies, compared to DC degradation. Square waveform (50%) is as-
sumed for gate bias. Simulated frequency range is 3 orders of magni-
tude.

Asymptotically, all the frequencies behave very similar, their degradations are

about the same and also obey (3.1). The frequency independence can be derived
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analytically from the R-D model, as originally done in [57]. The analysis is repeated

here for completeness of the R-D theory. The MOSFET is assumed to experience

AC stress (in the order of stress-recovery-stress-recovery...) with square waveforms

of 50% duty-cycle and the stress/recovery duration is ts in one cycle. After the first

stress period, the recovery takes place during t, where ts < t ≤ 2·ts. The interface

trap density in the recovery can be found from

NIT (ts + t) =
NIT (ts)

1 +
√

ξt
ts+t

, (3.3)

where ξ is the geometric factor for the hydrogen diffusion [13]. The term
√

ξt
ts+t

represents the ratio of hydrogen that has reached the interface in time t to hydrogen

density that has escaped from it in ts+t. The hydrogen (ξt) near the interface diffuses

back and anneals dangling bonds. Nearly half of the hydrogen keeps diffusing away

from the interface, thus ξ=0.5.

A fraction, RN , is defined as the ratio between NIT after N ·ts and that of ts (for

N th cycle, R1=1). After the first recovery,

R2 =
NIT (2ts)

NIT (ts)
=

1

1 +
√

0.5t
2ts

=
2

3
R1. (3.4)

During 2ts < t ≤ 3·ts, the MOSFET is again under stress. The analyis of (3.3) can

be repeated, however there is non-zero NIT after 2ts in this case. Instead, an effective

stress time can be define so that

NIT (2ts) = R2Atns = Atne , (3.5)

where A and n are extracted from characteristic NBTI time-dependence (NIT (t) =

Atn). From (3.5), te = (R2)
1/nts. Then the interface trap density after the second

stress period can be written as NIT (2ts + t) = NIT (te + t) = A(te + t)n. Therefore

R3 =
NIT (3ts)

NIT (ts)
=

(te + ts)
n

tns
= (1 + (R2)

1/n)n. (3.6)

or (R3)
1/n = 1 + (R2)

1/n. This can be extended to any stress duration, (R2k−1)
1/n =

1 + (R2k−2)
1/n, k > 1.
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Fig. 3.6. Schematic of the hydrogen profiles during the stress and
recovery cycles with ti+1 − ti = ts. Subsequent recovery, stress and
recovery are shown.

For the second recovery, 3ts < t ≤ 4·ts, the NIT decreases similar to (3.3), however

the hydrogen consumed in the first recovery does not contribute as in Fig. 3.6. Since

R2 = 2
3
R1,

1
3
R1 is already passivated. Therefore R4 = 2

3
(R3 + 1/3R1) = 2

3
R3 + 1

3
R2.

This can also be generalized for any recovery period: (R2k) = 2/3R2k−1 + 1/3R2k−2.

The overall degradation can be considered as a sum of the stress and recovery cycles.

For sufficiently large number of cycles,

(R2k−1)
1/n = 1 + (R2k−2)

1/n

R2k−2 = 2/3R2k−3 + 1/3R2k−4

(R2k−3)
1/n = 1 + (R2k−4)

1/n. (3.7)

The R2k−2 and R2k−4 can be eliminated to get a relationship between R2k−1 and

R2k−3, thus degradation can be traced back to R1. Assuming n=1/6,

R6
2k−1 = 1+

[
2/3R2k−3 + 1/3(R6

2k−3 − 1)1/6
]6

= 1+R6
2k−3

[
2/3 + 1/3(1− 1

R6
2k−3

)1/6

]6

.

(3.8)
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The R2k−3 is much greater than unity for large number of cycles, therefore (3.8) can

be approximated as

R6
2k−1 ≈ 1 + R6

2k−3

[
1− 1

12R6
2k−3

]6

≈ 2

3
+ R6

2k−3. (3.9)

From (3.9), R2k−1 can be obtained in terms of R1 by expanding intermediate terms,

R2k−3, R2k−5, R2k−7, ... and summing all. As a result,

R6
2k−1 ≈

2

3
(k − 1) + R6

1 ≈
2

3
(k − 1). (3.10)

Considering two waveforms with different frequencies, at a given stress time, tstr =

k1T1 = k2T2 where k1,2 are the number of cycles in tstr and T1,2 are the durations of

each degradation and recovery periods for the two waveforms. Using (3.10),

NIT1(t)

NIT2(t)
=

NIT1(k1T1)

NIT2(k2T2)
=

Rk1NIT1(t1)

Rk2NIT2(t2)
≈ (k1t1)

1/6

(k2t2)1/6
≈ 1. (3.11)

Thus, (3.11) implies frequency independence as shown by the R-D simulations in Fig.

3.5 and is consistent with experimental observations upto 2GHz [58].

3.5 Ultrafast degradation and recovery

As pointed out earlier, conventional NBTI characterization involves measurement

delay which can cause artifacts. Conventional characterization equipments also lim-

ited by the measurement time in the order of milliseconds. Recent studies with

dedicated fast measurement setups (Appendix A.8) showed that even in milliseconds,

there can be significant degradation or recovery [14], [35]. It is therefore important

to take ultrafast NBTI behavior into consideration for accurate characterization.

Although degradation part of NBTI is established, the recovery is not well under-

stood. Experimental observations show that after DC stress, NBTI recovery has a

log(time) trend which cannot be explained by the conventional R-D theory (this issue

will be revisited in Sec. 3.6) [14]. Moreover, the PMOSFETs in ICs rarely experience

DC stress during operation, therefore it is not clear how the experimental recovery

would behave under random activity. Understanding such a recovery behavior can
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Fig. 3.7. In each cycle of AC stress, the ID=VOUT /RF (see A.8)
recovers. The shape of the recovery segments for different frequencies
and stress times suggest that recovery is universal.

facilitate NBTI modeling in terms of circuit degradation when the switching activity

of MOSFETs are considered.

NBTI recovery, particularly under AC stress, is examined by the ultrafast setup.

The emphasis is on the history dependence of NBTI which can appear under random

switching activity. In order to assess history dependence, AC and combinations of

DC and AC stress were performed [59]. The devices used in this study are from 65

nm technology with physical oxide thickness of 1.2nm. Stress was done at VG=-1.6V

and recovery was measured at VG=-0.6V with VD=-0.2V, all at T=150C.

Fig. 3.7 shows recovery behavior for AC stress (50% duty cycle) for different

frequencies after different stress times. The trends imply that the recovery is universal

under AC stress supporting [60]. The shape of the recovery is very similar after a

short term (0.05 and 0.5 msec.) as well as long term (300 sec.). Despite the recovery,

the overall |ID| decreases over time under AC stress as given in Fig. 3.8. This is

consistent with the R-D model (Fig. 3.3).

Under alternating DC and AC stress, the recovery behavior differs from AC-only

stress. Fig. 3.9 compares the two conditions after equivalent stress durations. The
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Fig. 3.8. Overall, the degradation continues in spite of the recovery
in each cycle under AC-only stress.

AC-only recovery saturates since the degradation in one cycle is small (in 0.5 msec.),

however under the DC+AC stress, the recovery continues because the initial 120 sec.

DC stress degrades the MOSFET significantly. This result clearly signals history

dependence in NBTI recovery. Similar characteristics were obtained for DC stress

and recovery in [14].

The history dependence is also apparent from Fig. 3.10. The recovery segments

during the AC after DC stress are shown for different frequencies and stress dura-

tions. Unlike the AC-only stress, the MOSFET characteristics improve under stress.

The initial DC degradation is larger and the short recovery durations in AC cannot

compensate for the degradation, therefore the recovery continues in the long term.

The history dependence is consistent with the R-D model as shown in Fig. 3.11.

The DC+AC and AC-only stress schemes are simulated. In the AC-only condition,

the overall |VT | increases however the situation reverses for DC+AC stress. The short

relaxation in AC cycles are not long enough to alleviate the initial DC degradation,

and the R-D model predicts the history effect.
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Fig. 3.10. Under DC+AC stress, the recovery continues in the longer
term during the AC part of the stress. This result is the opposite for
AC-only stress and supports the history dependence.

3.6 Experimental recovery vs. R-D behavior

The log(time) trend of experimental NBTI recovery was posed to criticize the R-D

model since the conventional theory, including H2-only and H−H2, is not satisfactory
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Fig. 3.11. The history dependence is observed from the R-D theory.
The experimental AC-only (inset) and DC+AC stress are simulated.

to explain this time dependence. Hole trapping/detrapping besides interface trap

generation were invoked to account for NBTI degradation and recovery [14], [61],

[62], [63].

The inconsistency of the R-D model for recovery can be resolved by taking a

closer look at the theory. As given in (2.2), the recovery increases as the dangling

Si bonds are passivated. It is assumed that the interface trap disappears as soon

as it is passivated by hydrogen. However, in reality, the interface trap is a donor-

type state (dangling Si bond) not occupied by an electron. It requires an electron

to completely passivate the interface trap despite the fact that hydrogen can be

abundant in the vicinity of the dangling bond. This electron dynamics is not included

in the conventional R-D model. When it is explicitly considered, the R-D model can

result in the log(time) consistent with the experiments [64]. An alternative model

implementing dispersive reaction rates was also proposed to explain the recovery in

the R-D framework [59]. The dispersion arises from the density of electrons available

for passivation of the interface states [65].
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3.7 Summary

Recovery is an important part of NBTI that needs to be considered carefully. Due

to recovery, measurements can yield artificial characteristics leading to incorrect life-

time extrapolation. Under AC stress where the lifetime can improve significantly, the

degradation is linked to its DC magnitudes by exploring the impact of duty cycle from

R-D simulations. Ultra-fast measurements revealed that modeling of recovery is not

straightforward under random activity stress because of strong history dependence,

however a realistic random switching scenario can be modeled analytically with the

same principles of AC stress. As for frequency dependence of NBTI, R-D theory

predicts the experimental trends, i.e., weak frequency dependence.
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4. GEOMETRIC IMPLICATIONS OF R-D MODEL FOR

FUTURE-GENERATION MOSFETS

4.1 Introduction

A realistic NBTI model should also explain the degradation for future-generation

transistors. Current technology node involves planar MOSFETs with considerably

large dimensions along the width direction of the transistors. However, going down

the technology roadmap, alternative device geometries such as narrow-width pla-

nar transistors, FINFET/triple-gate MOSFETs and surround-gate structures such as

Vertical Replacament Gate (VRG) and nanowire transistors are considered for high

density and high performance circuits [1]. Extrapolation of the NBTI reliability from

the existing MOSFET generations to the ultra-scaled future technologies may lead

to erroneous device lifetimes since the scaling of the dimensions and the structural

changes can alter the degradation rates of the transistors. In order to fully evalu-

ate the promises of such next-generation transistors, a solid prediction methodology

which can extend the current NBTI characterization techniques to future technologies

is needed. Numerical simulations based on the Reaction-Diffusion (R-D) framework

as well as analytical calculations show that both the device geometry and the geome-

try of the degradation can alter the time behavior of the trap generation rate. In this

chapter, the geometric interpretation of the R-D model to predict the NBTI reliability

for ultra-scaled narrow-width planar, triple-gate and nanowire MOSFETs and VRG

transistors is extended. First, the geometry-dependent R-D model is summarized

and a straight-forward analysis method to capture the effective trends of scaling such

device structures is introduced. Then, the numerical R-D simulation results are com-

pared with the analysis developed. These formulas can be used to quickly estimate
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the reliability performance of a device for specific operating conditions without the

need for relatively time-consuming simulations.

4.2 Geometry Dependent Reaction-Diffusion Model

The time exponent, n, of the interface trap generation can be obtained by solving

(2.2) and (2.3) simultaneously subject to appropriate boundary conditions. Before

considering the NBTI degradation for narrow-width or surround gate devices numer-

ically, it is instructive to consider the problem analytically. For a finite size device,

the hydrogen diffusion will first begin as 1-D diffusion in bulk of the oxide. Over

time, however the diffusion through the edges will become increasing important mak-

ing the diffusion a 2-D problem, and eventually when the diffusion radius becomes

much larger than the gate area of the device, the diffusion becomes three dimensional.

Before imposing this transformation of the diffusion problem from 1-D to 2-D to 3-D

as a general problem, the asymptotic limits of these diffusion cases are considered in-

dividually. For clarity, the analysis discusses only H diffusion, however the geometry

dependence is applicable to H2 and H −H2.

4.2.1 Asymptotic diffusion in 1-D, 2-D and 3-D

One can readily estimate the exponent in diffusion-limited region by using the

fact that every free H is associated with one interface trap from (2.1), i.e., NIT (t) =∫
NH(r, t)d3r. The release rate of hydrogen at the Si/oxide interface is much higher

than the diffusion velocity and the hydrogen profile broadens as (DHt)0.5 into the

oxide. In NBTI, assuming the hydrogen profile in Fig. 4.1(b) due to the 1-D nature of

hydrogen diffusion, During the diffusion-dominated regime, the dNIT

dt
term is negligible

compared to the other bond-breaking and annealing terms in (2.2), therefore (2.2)

can be simplified into (2.6) Substituting N
(0)
H from (2.5) into (2.6), (2.7) is obtained.
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Fig. 4.1. 1-D, 2-D, 3-D diffusion of hydrogen are illustrated in the
gate-oxide of planar MOSFETs. Shaded regions in (a,c,e) represent
hydrogen. (a) NBTI, trap distribution is uniform over the channel,
(b) Hydrogen profile for 1-D diffusion, (c), (d) degradation near the
edge and 2-D diffusion profile, (e) Degradation localized at a point,
(f) 3-D hydrogen diffusion profile.

Similarly, for 2-D diffusion from a line source, the hydrogen profile can be assumed

as in Fig. 4.1(d) and repeating (2.5-2.6) as below gives (4.2)

NIT (t) =
1

4

∫ √
DH t

0
N

(0)
H (1− r√

DHt
)·2πrdr =

π·N (0)
H

12·W

√
DHt. (4.1)

NIT (t) =

√
π·kF N0

12·WkR

(DHt)
1
2 . (4.2)

Finally, the diffusion from a point source as illustrated in Fig. 4.1(c) is of 3-D and

applying the same procedure through (4.3), the R-D model predicts (4.4) assuming

the hydrogen profile shown in Fig. 4.1(f)

NIT (t) =
1

8

∫ √
DH t

0
N

(0)
H (1− r√

DHt
)·4πr2dr =

π·N (0)
H

24·W
(DHt)3/2. (4.3)

Using (2.6) and (4.3), (4.4) is found as

NIT (t) =

√
π·kF N0

24·kR

(DHt)
3
4 . (4.4)
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Above estimates show that regardless the physics of kF , kR, and DH , the R-D model

predicts that the geometry of the problem determines the rate of interface trap genera-

tion (n, the time-exponent) and this rate increases with the dimension of the hydrogen

diffusion. Although (4.4) gives a time-exponent of 3/4, numerically, the maximum

value it can reach is about 1/2 for 3-D geometry. This can be due to the limited

supply of hydrogen release from the interface or to the maximum rate diffusion can

remove hydrogen within that volume.

The NBTI time-dependence is governed by the slower diffusion process, therefore

relatively small distribution (spread of about 0.1 eV and mean energy of 2.8 eV

from [66]) in the activation energies of kF and kR does not affect the time-exponent

appreciably [41].

4.2.2 Diffusion length, λD , and finite size effects

The discussion in the previous section is based on the idealized assumption that for

1-D diffusion the x−z plane (Fig. 4.1(a)) has infinite extent, similar for 2-D diffusion,

the assumption is that the length of the cylinder is infinite, and that for 3-D diffusion,

the source is a geometrical point. In reality of course, since the channel dimensions of

a MOSFET are finite, they can affect the degradation rates of NBTI. In this section,

these additional geometrical considerations are discussed and the corresponding rates

are derived. The effect of the geometry of hydrogen diffusion on degradation rate

can be analyzed with the concept of the diffusion length, λD = (DH ·t)0.5. Fig. 4.2

depicts the diffusion of hydrogen from a planar degraded region. Over the region, the

diffusion is of 1-D, however, at the edges, the hydrogen profile extends outward in a

cylindrical form. At the corners, similarly, the diffusion becomes 3-D due to the finite

dimensions of the degraded area. The exact volume occupied by hydrogen contains

the 1-D rectangular box, the 2-D cylindrical side regions and the 3-D spherical corners.
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Fig. 4.2. The diffusion of hydrogen from a planar semiconductor/oxide
interface. The rectangular plate (shaded region) shows the degraded
interface from which H is released. The wire frame represents the
hydrogen profile. At the edges and corners, 2-D and 3-D profiles add
to the volume occupied by hydrogen. As the structure is scaled, first
the 2-D and then the 3-D components begin to dominate the volume.
Due to symmetry, only one quadrant of the gate oxide is drawn.

The volume used in the derivation of (2.7) assumes W, L� λD, but if the contribution

of the edges and corners are considered, the trap density can be generalized into (4.5)

NPL
IT (t) =

√
kF N0

W ·L·kR

[W ·λD·(L +
π·λD

2
) +

2π·λ3
D

3
]1/2. (4.5)

(for detailed derivations of (4.5-4.7) see Appendix A.2). From (4.5), when W, L� λD

(Fig. 4.1(a)), NIT ∼ t0.25 is obtained as in the case of NBTI time dependence in (2.7),

and if only L is scaled such that L ∼ λD (Fig. 4.1(c)), then NIT ∼ t0.5. Furthermore,

if W, L ∼ λD, NIT approaches ∼ t0.75 as in (4.4), signaling increased degradation rates

for aggressively scaled planar MOSFETs. During the degradation, the hydrogen can

diffuse into the Si channel, surrounding isolation or poly-gate. In this condition,

the diffusion constant of hydrogen in other materials should be considered and DH

is replaced with the effective diffusion constant (e.g., DEFF = DH before hydrogen

reaches poly gate, DEFF = DPOLY afterwards). The DSi is about the same as DH [67].

The technologically-important poly-gates are highly doped, therefore the diffusion of
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Fig. 4.3. (a) Schematic view of triple-gate MOSFET, (b) the square
cross section of the body of the transistor. The planar channels allow
1-D hydrogen diffusion in the dielectric; however, the corners of the
triple-gate transistor add 2-D regions and enhance the overall diffusion
rate. The effect is pronounced when the transistor is scaled. One
quadrant of the cross section is shown due to symmetry.

hydrogen is not affected significantly by the grain-boundaries [68]. The DEFF does

not change time-exponent of NBTI except for brief transients when the hydrogen

meets with material boundaries. The diffusion length is modified accordingly, i.e.,

λD ∼ (DEFF ·t)0.5, and the geometry effect will still increase the degradation rate.

The Si/oxide interface roughness has negligible effect on the geometry analysis in

the R-D model. In modern MOSFETs, the roughness is at atomistic dimensions (few

Angstroms) which is much smaller compared to λD. The diffusion length analysis can

also be extended for non-planar MOSFET geometries. Fig. 4.3(a) shows the cross

section of the body of a triple-gate transistor. The schematic in Fig. 4.3(b) reflects

the hydrogen diffusion when NBTI is considered. The profiles over the three planar

channels are 1-D, but the corners contribute 2-D cylindrical volumes. Similar to the
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Fig. 4.4. (a) Cylindrical MOSFET with channel radius, R, the gate
oxide surrounds the channel, (b) the hydrogen diffusion occupies a
cylindrical shell in the gate oxide. The shaded volume corresponds to
hydrogen diffusing away from the semiconductor/oxide interface

planar MOSFET case, the degradation can be derived as (4.6) if the gate length is

sufficiently long compared to λD,

NTRI
IT (t) =

√
kF N0

W ·kR

[W ·λD +
π·λ2

D

4
]1/2. (4.6)

When W � λD, (4.6) approaches to (2.7) since the diffusion is mainly 1-D. The time-

exponent, n, increases as W is scaled and results in a higher degradation rate. Another

non-planar structure is the surround-gate, cylindrical MOSFET with channel radius

R depicted in Fig. 4.4(a). For NBTI degradation, the hydrogen diffusing is confined

within the distance R < r < R + λD, and shown as the cylindrical shell in Fig.

4.4(b). The interface trap density can be calculated from the geometry dependent

R-D relation as

NSPH
IT (t) =

√
kF N0

R·kR

[λD·(1+
R

λD

)·(2R+λD)−1

3
·{R2+R(R+λD)+(R+λD)2}1/2]. (4.7)

In the limit R � λD, the hydrogen diffusion is effectively of 1-D nature and the

cylindrical channel resembles that of a planar MOSFET. Therefore NIT (t) ∼ t0.25
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is obtained under NBTI stress. For R � λD, the hydrogen diffusing into the Si

channel can be considered with the DEFF . Eventually, the density of hydrogen inside

the channel will be equal (and still time-dependent, inherently in the R-D model)

to that of the Si/oxide interface and the diffusion will only evolve outward in the

radial direction. In this case, n approaches 1/2, as expected from (4.7). Similar to

the narrow-width planar MOSFET, the time exponent increases with time for each

radius. As the devices are scaled to very small dimensions, the area of the Si/SiO2

interface is reduced. Therefore, individual transistor may contain only a few interface

traps and the number of traps can vary significantly from one transistor to the next.

In this context, the results in this paper based on R-D model should be interpreted as

being the median NBTI degradation averaged over a large number of transistors (e.g.

millions of transistors in an IC). The fluctuation of NBTI degradation for individual

transistors (around the median degradation predicted by the R-D model) can then

be easily calculated by statistical models [49], [69]. This is analogous to gate oxide

degradation models, where average degradation are analyzed by physical models like

Anode Hole Injection or Hydrogen Release, while the fluctuation effects are accounted

for by statistical models based on percolation theory [70]. After establishing how

geometry of diffusion is related to trap generation rate, specific technology examples

where this could be relevant will be considered and the validity of the analysis by

detailed numerical simulation will be explored.

4.2.3 Simulation Results and Comparison with Analysis

Since the ’90s, the continued miniaturization of MOSFETs has allowed unprece-

dented scaling of planar devices now reaching down to 90nm node. According to

the ITRS roadmap, the oxide scaling is about to reach its technological limits due

to the exponential increase in leakage current [1]. This leaves the burden of scaling

mainly to the Si body of the transistors. Until the 45 nm node, the employment

of SOI and ultra-thin body (UTB) architecture can maintain the miniaturization
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trends by reducing short channel effects (SCE) and capacitive losses, and blocking

most of the leakage paths [71]. Afterwards, multiple-gate MOSFET structures such

as FINFETs and tri-gate transistors will be needed to improve the SCE further and

control the leakage better. Scaling below channel lengths of 20 nm will require non-

classical architectures and materials. VRG and nanowire devices are considered as

promising ultra-scaled options that can offer both high performance and high density

circuits [72], [73]. Self-heating observed in the UTB and SOI MOSFETs may speed

up the temperature-activated NBTI degradation; therefore NBTI can become a more

important concern for the aforementioned devices [74], [75]. Scaling the dimensions

of these future generation devices can also affect the NBTI reliability due to the ge-

ometric dependence as developed in the previous section. In this section, numerical

simulation results for several MOSFET geometries that are candidates mentioned in

the ITRS Roadmap are presented. The details of the numerical implementation can

be found in Appendix A.2. The analyses based on the diffusion length are also com-

pared here with simulations for each device structure. Throughout this work, only the

degradation under DC stress is considered for the simulations to compare the worst-

case NBTI. AC degradation is proportional to that of DC and asymptotically gives

the same time-exponent, as obtained from experiments and R-D simulations [13], [19].

Another important feature of NBTI is saturation characteristics. The decrease in the

time-exponent during saturation can be attributed to build-up of hydrogen at the

material interfaces, consumption of Si-H bonds or experimental artifacts such as the

delay and subsequent recovery in charge pumping measurements. The devices stud-

ied in the literature so far are relatively large-area transistors from the perspective

of this work. At this point, it is not clear whether the saturation or geometry effects

will dominate for ultra-scaled devices, therefore saturation effects are not included

in the numerical solutions. As for the parameters, the DH (at room temperature) is

taken to be 10−15cm2/sec and N0 as 1014cm−2 for all the simulations [16], [31], [76].

In the experimentally-feasible time period (up to 105-106 sec.), λD = (DH ·t)0.5 grows

to about 100nm. The kF and kR were assumed to be the same for transistors be-
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Fig. 4.5. Top view of planar MOSFETs with shaded area represent-
ing the channel, (a) conventional wide-width MOSFET (W > L),
(b) Narrow-width MOSFET (WN ≈ LN). Narrow-width geometry
implies higher NBTI degradation in the R-D model.

longing to a particular geometry. To reduce the simulation time, one-sided diffusion

(see Fig. 4.1(a,b)) is implemented in the numerical solutions, and since DEFF ≈ DH .

The distribution in the activation energies of kF and kR are not implemented in the

simulations because anticipated effects are negligible.

A. Narrow-width Planar MOSFET

Shrinking the channel lengths of planar MOSFETs for each technology node also

scales the channel widths. Additionally, the channel widths can be narrowed further

for applications that require higher packing densities on chips [77], [78]. A wide-

width (WW > L) and a narrow-width (WN ≈ L) planar MOSFETs are illustrated

in Fig. 4.5(a) and (b), respectively. Such channel dimensions can have significant

impact on the device reliability. The numerical simulation result for NBTI degrada-

tion is displayed in Fig. 4.6 for the narrow-width and wide-width cases. The narrow
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Analytical

Fig. 4.6. NBTI induced interface trap density for wide (≈ 10 m,
dashed line) and narrow-width (≈ 25 nm, solid line) MOSFETs. The
time behavior is obtained from the geometry-dependent R-D simula-
tions. The interface trap density increases when the width is scaled.
The symbols from (4.5) agree remarkably well with NBTI simula-
tions. Since λD increases with time, the degradation becomes faster
as λD/W grows.

channel width enhances the diffusion of hydrogen released from the Si-H bonds at

the Si/oxide interface; therefore NBTI induced interface trap densities increase. The

diffusion length analysis obtained from (4.5) agrees well with the R-D model. Since

the analysis involves the geometry of the diffusion, the degradation trends for both

wide and narrow width transistors can be obtained through (4.5) quickly without

time-demanding NBTI simulations. The time-exponent, n, can range from 1/4 to

1/2 for the narrow width MOSFET unlike the traditional NBTI exponent of 1/4. As

the channel width gets narrower, the exponent increases as discussed earlier. Also

the time-exponent in the narrow-width case is increasing further with time because

the diffusion length, λD is increasing as (DH ·t)0.5.
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(a)                                 (b)

Fig. 4.7. (a) Experimental data from [88] and numerical simulation
results for a triple-gate MOSFET with W = 30 nm. The two agree.
(b) NBTI degradation for scaled triple-gate transistors. The relation
deduced from (4.6) and numerical simulation compares well. Same
oxide capacitance is assumed for all widths. The t0 is the time when
the first data point is measured in the experiment.

B. Triple-gate MOSFET

Below the 45 nm node, multiple-gate MOSFET structures offer an alternative

to the conventional planar transistors. FinFET and tri-gate MOSFETs allow better

short channel effect control and since they have multiple channels, lower operating

voltages and mobilities are acceptable compared to the single-gate MOSFETs. De-

creasing the body thickness, Wb, allows improved electrostatics, therefore it is an

important parameter from the scaling perspective [79]. The scalability range of the

body thickness is currently approaching down to sub-10 nm regime [80]- [87]. The con-

sequence of such dimensions in terms of NBTI reliability is considered in Fig. 4.7(a)

and (b). The numerical NBTI simulation is compared with the experimental NBTI

degradation of a triple-gate MOSFET with Wb=30 nm in Fig. 4.7(a) and it agrees

well with the data. In Fig. 4.7(b), a scaling scenario for the triple-gate transistor is
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illustrated. As the body thickness is reduced, the 2-D components at the corners of

the body facilitate the diffusion of hydrogen and the degradation predicted by the

NBTI simulation increases significantly. The estimation from (4.6) also confirms the

trend of the simulations. Again, the compact relation derived from the concept of

diffusion length provides a time-efficient approximation. Besides the scaling, facet

dependence of NBTI can induce a problem for the triple-gate MOSFETs as well. If

the channels have different crystal orientations, NBTI can degrade these surfaces in

dissimilar amounts, thus the electrical parameters of the three channels can shift dif-

ferently over time [88]. Since the gate control will change, the electrostatic advantages

of the triple-gate geometry can be lost during device operation.

C. Surround-gate MOSFET

Further going down the ITRS roadmap below the 20 nm node, the multiple-gate

geometry is expected to lead into the all-around-gate structures for ultimate gate

control. Surround-gate MOSFETs with Si channels were fabricated in [89] and re-

cently, cylindrical Si-nanowires with diameters down to 5 nm were realized [90], [91].

Both these experimental work and numerical studies reflect that such devices can

potentially continue the scaling of transistors [92]- [94]. However, the geometry de-

pendent R-D model predicts worsened NBTI reliability for the ultra-scaled cylindrical

MOSFET. Fig. 4.8 shows that the lifetime of the devices decrease significantly as the

channel radius is shrunk. The lifetimes are obtained through asymptotic extrapo-

lation of the numerical simulation results, namely the NIT vs. time behavior, as

it would be done in experimental characterization. The lifetime criterion for the

MOSFETs is when the trap density increases to a certain amount at the Si/oxide

interface, thus a critical VT shift is reached (VT ≈ α·q·NIT /COX , q electron charge,

COX oxide capacitance and α (0.1 − 1.0) is the fraction of NIT that contributes as

positive interface charges [9]). For the scaled radii, the curvature of the interface in-

creases the diffusion rate of hydrogen as well as slowing the annealing mechanism [53].
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Analytical

Fig. 4.8. The lifetime of cylindrical MOSFETs as a function of channel
radius, R. The lifetimes are normalized to that of R=20 nm. As the
device radius is scaled, the hydrogen diffusion is enhanced and the
lifetime decreases. The symbols are obtained through the geometry-
dependent R-D simulations. The dashed line represents the compact
form of (4.7) and it compares well with the simulation.

The interface trap generation accelerates and thus the lifetime of the surround-gate

MOSFETs are reduced. The analysis of (4.7) compares well with the results of the

numerical solution; therefore an accurate prediction of the device lifetime can be

obtained without the involved R-D simulations. For the narrow-width, triple-gate

and surround-gate MOSFETs discussed, the NBTI degradation rate, n, increases as

the device geometry is scaled. The overall NBTI damage, however, is determined

with the additional parameters, kF , kR, N0 and DH which depend on the operating

voltage, oxide thickness, strain and also the transistor geometry [9], [8]. Therefore,

since reduced cross-section devices have better electrostatic control at lower operat-

ing voltages, one may be able to reduce kF of these transistors to compensate the

increase in NBTI exponent, n, discussed above. Establishing the necessity as well as

the possibility of such co-optimization of performance and reliability is key goal of

this work.
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4.3 Discussion

In this work, the geometric implications of the theory on the time-dependence of

interface trap generation were considered: the device structures were simplified to

facilitate modeling of the fundamental mechanism arising from the size and shape of

the MOSFETs. The devices were composed of Si and oxide only, nitrided spacers

or cap-layers are not included. These type of materials are known to block hydrogen

diffusion. In that case, the time-dependence is expected to saturate (section 2.4.2)

since diffusion is limited. However, the hydrogen can diffuse into the Si channel and

still lead to to higher time-exponents if there are no sidewalls or isolation materials

that can decelerate the diffusion. Furthermore, the future generation devices may

not contain such structures because of ultrascaled dimensions and fabrication tech-

niques. The geometry-dependent analysis with simplified device structures provides

general principles; other mechanisms can be included when necessary. The theory

for ultrascaled geometries was implemented for atomic H diffusion, however it is also

applicable to H2 because the enhanced diffusion comes from the geometry and not

from hydrogen species. For H-only R-D model, the theory predicts that critical MOS-

FET dimensions (i.e., width) should be scaled down to 20 nm or smaller in order to

see the effects. For H2, the critical dimensions need to be even smaller because the

time-exponent is lower than that of H-only. Geometry-dependent R-D model has

been evaluated in the literature by various groups. The theory was utilized to explain

physical observations or criticized as being insufficient for interpreting experimental

results. This section discusses as to whether geometry dependence can be assessed in

the ways those references have claimed. In [95], the increase of NBTI for a FINFET

was found to be consistent with the theory: as the dimensions scaled, degradation is

increased. However, the authors attribute the increased degradation to higher hole

density in the channel and larger oxide electric field with scaling. Therefore, the effect

is not from the geometry of the device and the theory is misinterpreted. The increase

in NBTI stems from the kF ∝
√

p·exp(EOX) where p is the hole density in the chan-
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nel. The geometric dependence was used to extend the R-D model for explaining Hot

Carrier Injection (HCI) [53], [96]. In HCI the degradation which is related to Si−H

bond breaking, is localized near the drain, therefore 2-D R-D can be applicable to

stress and recovery characteristics. HCI will be discussed in more detail in chapters

8 and 9. The HCI time-dependence with 2-D R-D model was criticized in [97] based

on the argument that transition behavior from t0.5 to t0 (saturation) in 2-D R-D is

not seen experimentally. Instead, the n=0.5 exponent was investigated through Multi

Vibrational Hydrogen Release (MVHR) model by the authors. First, the saturation

phenomena which is the basis of the argument, is not a sole result of 2-D R-D theory,

it is a physical consequence. When all the available Si−H bonds break, the degra-

dation has to saturate. This can be achieved by applying a large stress voltage or

degrading the MOSFET for a long time. In most experiments, the stress conditions

are such that the saturation (t0) is not reached. Moreover, the MVHR model was

ruled out for HCI in [98] therefore its use is not appropriate. Another study examined

the voltage and channel length dependence of HCI and compared with the 2-D R-D

model [99]. They claimed that the model is not alone satisfactory for HCI because

hot-hole induced degradation does not comply with the theory. The 2-D R-D model,

as discussed in this chapter, deals with broken Si−H bonds only. In the subsequent

chapters, 8 and 9, the role of hot holes will be presented. One outcome is that, for

technologically relevant stress voltages and MOSFET dimensions, 2-D R-D is appli-

cable since the degradation due to hot holes will be negligible. Similar trend was also

shown in [99], and those findings are consistent with the 2-D R-D theory.

4.4 Summary

The geometric interpretation of the hydrogen diffusion in the gate oxide allows

extending the NBTI modeling from current-generation devices to the ultra-scaled and

future-generation MOSFETs. The geometry of the MOSFETs shapes that of hydro-

gen diffusion and thus determines the NBTI-induced interface trap generation rate.
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Assuming that the other parameters remain the same, numerical simulations and a

time-efficient, straight-forward theoretical analysis imply that for narrow-width pla-

nar, triple-gate and surround-gate MOSFETs, the NBTI degradation rate increases

significantly as the devices are scaled down. This signals that the expected perfor-

mance enhancement of such future generation devices must be tempered by reliability

considerations.
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5. COMPACT NBTI MODELS FOR DIGITAL CIRCUITS

5.1 Introduction

As seen in the previous chapters, NBTI causes significant degradation for PMOS-

FETs. In order to investigate the impact on circuits, transistor-level degradation has

to be translated into suitable set of parameters. Furthermore, for practical applica-

tions, the modeling of MOSFET degradation has to be compact so the circuit analysis

such as SPICE can be performed in a time-efficient manner.

5.2 Circuit Delay Degradation

The interface traps generated during NBTI lead to parametric shifts at the MOS-

FET level. However, their impact can be in multiple ways. First, the interface states,

as electrical charges can shift the threshold voltage of the PMOSFET:

∆VT (t) =
q ·∆NIT (t)

TOX

. (5.1)

However, the threshold voltage shift alone is not sufficient for circuit-level degradation

modeling. For example in digital circuits, circuit delay is an important metric for

circuit operation and performance. The delay is related to the drain current of the

MOSFETs from

τ =
CGVDD

ID

. (5.2)

The degradation in delay follows that of the drain current. The linear drain current

can be written as

IDLIN = K · [(VG − VT )VD −
VD

2

2

]. (5.3)

where K = µWCG

L
. If the degradation is solely due to threshold voltage, then

∆IDLIN(t)

IDLIN

=
−∆VT (t)

VG − VT

. (5.4)
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Similarly for the saturation current, IDSAT ∝ (VG − VT )m (1 < m < 2) [3],

∆IDSAT (t)

IDSAT

=
−m∆VT (t)

VG − VT

. (5.5)

For the delay degradation, going back to (5.2),

τ ∝ CGVDD

(VG − VT )m
. (5.6)

Then,

dτ =
mBdVT

(VG − VT )m+1
(5.7)

where B has the constants (CG, VDD, µ,W,L). From (5.7) and (5.2),

dτ

τ
=

mdVT

(VG − VT )
. (5.8)

Integrating both parts, ∫ τ

τ0

dτ ′

τ ′
=
∫ VT

V0

mdV ′
T

(VG − V ′
T )

(5.9)

where V0 and VT are the threshold voltage of the virgin (corresponging to delay τ0 at

time=0) and stressed device (corresponging to delay τ at time=t), respectively. The

result of (5.9) gives

log(
τ

τ0

) = mlog(
VG − V0

VG − VT

). (5.10)

Since VT = V0 + ∆VT , τ = τ0 + ∆τ , VG � V0, and τ � ∆τ , (5.10) can be written as

a Taylor expansion,

log(1 + x) ≈
∞∑
i=1

(−1)i+1

i
xi (5.11)

for small x. From (5.10) and (5.11),

∆τ

τ0

∼= m · ∆VT

VG

+ M ′ (5.12)

where M ′ contains the higher order terms and M ′ � ∆VT

VG
. Inserting the NBTI

power-law degradation for threshold voltage, ∆VT = Atn, (5.12) becomes

log(∆τ) = n · log(t) + M” (5.13)
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with M” encapsulating the time-independent constants. From (5.13), it can be seen

that the delay degradation also obeys a power law, with the same time-exponent of

VT degradation.

The above analysis considers only threshold voltage shifts arising from interface

states. However, interface traps can also affect channel mobility. In the presence of

interface traps, the mobility can be modeled as

µ =
µ0

1 + ΘNIT

, (5.14)

where µ0 is the effective mobility and Θ is an empirical parameter [100]. The form

given in (5.14) is also predicted by theoretical analysis of Coulombic scattering from

interface states [101].

The degradation in mobility is then

∆µ = µ0 −
µ0

1 + ΘNIT

=
µ0ΘNIT

1 + ΘNIT

. (5.15)

For small ∆NIT , (5.15) can also be expanded using Taylor series, and it gives

∆µ

µ0

= ΘNIT . (5.16)

It is apparent that the mobility degradation is also proportional to the interface trap

density.

The overall degradation in drain current can be modeled with an effective thresh-

old voltage shift since both mobility and ∆VT are proportional to NIT . This effective

∆VT,eff can then be used in (5.4), (5.5) and (5.12) for the ID and delay degradation

(Fig. 5.1) [36], [37]. From experimental observations, it was found that ∆µ
µ0

= c∆VT ,

with c in the range of 1.2 to 2 [3]. The c is a function of oxide thickness and increases

with thinner oxides.

Although mobility degradation is visible, its impact is not severe. The reason is

that at high gate voltage (VDD), the inversion layer holes screen the interface states

and the Coulombic scattering is reduced. The degradation is more pronounced for

lower voltages (VG ≈ VT ). Therefore, in digital circuits, the main degradation is due

to threshold voltage shifts arising from the charges at the interface traps.
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Fig. 5.1. An individual PMOSFET VT degradation and (ISCAS 432
benchmark) circuit delay degradation shows the same time-exponent
of power law. The delay degradation is much less in 10 years.

Another contribution of the interface traps is the increase in capacitance of the

gate-drain overlap, CGD. This parasitic component increases the effective load seen

between stages in a circuit due to Miller effect. However, for digital circuits, its effect

is small and it can be ignored [3]. For analog circuits, CGD has a significant impact.

The discussion so far is based on DC stress conditions, however AC degradation

can be easily investigated using the relationships provided in the previous chapter.

The duty cycle dependence, random switching activity considerations and frequency

dependence terms are all compatible with the effective threshold voltage concept.

The framework developed above for digital logic circuits can be extended to mem-

ory as well. The degradation on SRAM cells adds to the process-induced variations

of the transistors and cause VT mismatch, therefore NBTI reliability is one of the

paramount concerns for SRAM yield. The effective VT concept can be used to ana-

lyze the effect of NBTI on SRAM memory [38].
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time

time

Fig. 5.2. PMOSFET subthreshold current decreases due to inter-
face traps. The OFF current (VG = 0) decreases exponentially since
threshold voltage shift dominates the increase in subthreshold slope.

5.3 Source-Drain Leakage Current

The leakage currents in CMOS technology is becoming an increasing concern for

power dissipation as the transistor dimensions are shrunk. The gate leakage is nearly

constant since the oxide scaling almost reached its limits for the recent technology

nodes. Source-drain leakage, on the other hand, increases with decreasing channel

lengths. Furthermore, in the subthreshold region, the leakage increases exponentially

with voltage, making it worse.

With NBTI, as discussed in the previous section, the ON-current characteristics

change. The subthreshold characteristics are also affected due to interface traps. Fig.

5.2 compares ON and subthreshold characteristics of a PMOSFET. For the latter,

the subthreshold slope increases due to interface traps and unlike to ON-current, the

subthreshold current decreases with NBTI because of the threshold voltage shift. The

increase in subthreshold slope can be understood by the following. The slope is

S = 2.3kBT · (1 +
Cdm + CIT

COX

) (5.17)
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where Cdm = εSi

Wdm
is the depletion region capacitance, CIT = dQIT (Ψs)

dΨs
is the interface

trap capacitance, and COX = εOX

TOX
is the oxide capacitance [102].

The increase in subthreshold slope over time, ∆S = S(t)−S(t = 0) can be written

as

∆S = 2.3kBT · (1 +
CIT (t)− CIT (t = 0)

COX

). (5.18)

By considering dΨs(t) ≈ dΨs(t = 0), (5.18) becomes

∆S(t) = 2.3qkBT · d∆NIT (t)

COX ·dΨs(t)
∝ tn, (5.19)

which is proportional to the interface trap density and follows a power law. This

derivation assumes uniform interface state density in the Si bandgap.

The IOFF (VG = 0) also changes with NBTI. If we assume that the subthreshold

slope is constant from VG = 0V to VG = VT and the increase in the slope is negligible

after stress (parallel shift of the subthreshold region, valid for small NIT ), then

1

S
=

log(IT )− log(IOFF (t = 0))

VT (t = 0)
=

log(IT )− log(IOFF (t))

VT (t)
(5.20)

where IT is the drain current at VG = VT and VT (t) = VT (0) + ∆VT as in Fig. 5.3.

From (5.20), it can be shown that

log(
IOFF (0)

IOFF (t)
) =

∆VT

VT (0)
log(

IT

IOFF (0)
) (5.21)

and since IT

IOFF (0)
is constant, the off-current can be written as

IOFF (t) = C·10−tn (5.22)

where ∆VT ∝ tn is assumed and C contains all the time independent constants. As the

device is stressed, the leakage decreases exponentially dominating the subthreshold

slope increase since the latter changes linearly [40].

5.4 Summary

Compact NBTI models in the form of analytical functions compatible with cir-

cuit simulators were described. The MOSFET degradation is converted into metrics
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Fig. 5.3. IOFF decreases with time due to the threshold voltage shift.
Same subthreshold slope assumed for the virgin and stressed device.

so that the circuit degradation can be assessed. The parametric shifts due to inter-

face traps can be used to derive circuit delay degradation for logic circuits. SRAM

threshold voltage mismatch and source-drain leakage current evolution can also be

studied with this framework. The model can be calibrated with experimental data

and utilized for circuit simulators and design tools.
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6. HOT CARRIER INJECTION: DEFINITION OF ISSUES

6.1 HCI Background

Hot carrier damage has been one of the important degradation mechanisms for

MOSFETs [103]. Major source of the hot carriers is the electric field inside the

channel of a transistor. The energetic carriers themselves or the carriers generated

through impact ionization can cause the parametric degradation, i.e., shifts in device

characteristics or catastrophic failure such as oxide breakdown.

Significant effort has been focused on understanding the hot carrier phenomena

and its implications for circuits. In general, the related work can be categorized into

the following categories: i) carrier heating in the channel of the MOSFET, ii) defect

generation at the microscopic level, and iii) degradation of transistor characteristics,

(especially in terms of time-dependence) and assessment of circuit lifetime . Although

there is general consensus regarding the kinetics of carrier heating from experimental

and theoretical perspectives, the latter two issues are still in debate and a clear

conclusion is not present.

One of the early pioneering work was done in 1980s involved the calculation of HCI

lifetime based on experimental device characteristics during hot carrier stressing [104].

In that work, it was assumed that the carriers heated by the channel electric field

can lead to impact ionization. For an NMOSFET, the holes generated by ionization

flow out of the substrate contact giving rise to substrate current (Isub) whereas the

electrons contribute to the drain current and if they are injected into the oxide,

constitute the gate current, IG, as in Fig. 6.1. The hot carrier damage is also

attributed to the energetic electrons.

The Isub was conventionally taken as a monitor for the hot carrier damage be-

cause it reflects the energy of the hot electrons. The substrate current and degrada-
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Fig. 6.1. Schematic representation of the substrate and gate currents
in an NMOSFET. (a) Holes (open circles) generated by impact ion-
ization flow out of the substrate. Some fraction can be injected into
the gate oxide since the vertical electric field favors holes at low VG.
(b) At high VG, the vertical electric field attracts electrons (filled cir-
cles) into the gate oxide and the electrons form the gate current. The
substrate current is still due to holes.

tion showed similar bell-shaped trends when plotted with respect to the gate voltage.

Their peaks were also at the same VG value [105]. The bell-shape arises because

there exists two competing mechanisms underlying Isub and degradation: the num-

ber of electrons in the channel increase with VG for a fixed drain bias, VD. Second,

the average energy, Eave, of the electrons decreases with increasing gate bias since

VD,sat increases and Eave =
VD−VD,sat

∆L
where ∆L is the pinch-off length. The substrate

current is Isub = αII ·ID where αII is the impact ionization efficiency which is pro-

portional to Eave. As a result, ID increases whereas αII decreases with VG yielding

a bell-shape curve whose peak is around VG = VD/2. The degradation, similarly,

can be interpreted as a flux of energetic carriers directed toward the gate oxide. The

energy and density of electrons have opposite trends as a function of VG, therefore

degradation also has a bell-shape peaking around VG = VD/2. These observations
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are valid for older technology MOSFETs with thick gate oxides (TOX ≥ 5nm) and

long channels. As the MOSFETs are scaled, it was shown that the peak degradation

occurs at VG = VD case [106], [107].

The correlation between Isub and degradation does not necessarily mean that im-

pact ionization is needed for HCI damage. The Isub is a measure of average carrier

energy but only a fraction of carriers in the channel going towards the drain leads

to impact ionization (ID � Isub). Thus, it is plausible that defects can be generated

by channel hot carriers which escape scattering by impact ionization. For older tech-

nology generations with higher stress voltages, the carriers generated from impact

ionization can gain energy and contribute to overall damage, however, as the tech-

nology is scaled, the energy gain after impact ionization is not significant under lower

stress voltages. Therefore, the Isub can be viewed as a by-product of channel heating

and is not a pre-requisite for HCI degradation.

The other possible candidate of degradation, gate current, shows a different be-

havior: for a fixed drain bias, the gate current peaks at low VG, then changes sign

and increases towards VG = VD condition. Low VG characteristics were attributed to

hole injection into the gate oxide since the electric field near the drain favors holes.

The holes at low VG were coming from impact ionization of channel electrons and

this was verified by floating the source contact, thus eliminating the electron heating

in the channel electric field. As the VG is increased with VD kept fixed at VDD, the

perpendicular electric field decreases, the electron component of the gate current in-

creases and the net gate current decreases before changing its sign (IG > 0 for low

VG and IG < 0 as VG increases).

As the technology is scaled (particularly VDD), the HCI was expected to decrease

and ultimately disappear with VG = VD < Vt,HCI , Vt,HCI being some threshold value

for HCI (3.1 or 1.1 eV, etc). However, this was not the case, the degradation has not

vanished for MOSFETs operating at lower voltages. Further experiments and Monte

Carlo studies provided insight into the mechanism which lead to high energy carriers

for low VD. It was shown that secondary mechanism on top of heating in the channel



70

can give rise to carriers populating the high energy tail of the distribution functions.

One mechanism responsible for this tail is the electron-electron scattering in which a

hot electron, rarely but possibly, gain energy from a cold carrier [108], [109]. Another

suggestion is the impact ionization feedback where the secondary impact ionization

populates the tail of the distribution function [110], [111]. When the substrate of

an NMOSFET is reverse biased, the holes generated by impact ionization near the

drain can be accelerated in the substrate-drain field and lead to secondary ionization

and then the secondary electrons are directed towards the oxide. By this mechanism,

gate current (due to hot electrons) and degradation can be changed significantly

whereas the substrate current (due to holes) remains relatively unchanged [112]. This

observation further supports the notion that impact ionization is not required for HCI

damage. In the absence of these secondary energy-gain events, the high energy part

of the distribution functions is characterized by the thermalized tail, with effective

temperature equal to the lattice temperature and the tail can play a role in the overall

temperature dependence of the substrate current [113], [114], [115].

Although hot carrier degradation has been studied for decades, the physical pro-

cesses occuring in HCI are still debated. One major difficulty in understanding the

degradation is that the MOSFETs and the stress conditions are continually being

changed. The supply voltages for the transistors have been scaled significantly since

’80s - when HCI was prominent - and the MOSFETs have been technologically ad-

vanced, giving rise to utilization different materials and device geometries. The ap-

plied voltages to the MOSFET can drastically change the energy and magnitude of

hot carriers. Depending on the carrier energy and comparing them with the relevant

energy thresholds (i.e., conduction/valence band offsets, semiconductor bandgap en-

ergy, damage creation energy), several different physical processes (carrier injection

into the oxide, charge trapping, impact ionization, interface and bulk defect creation)

can be present at the same time. Scaling the voltages can modify the extent of these

mechanisms, increasing or decreasing their relative contributions. Additional consid-

eration of doping profiles of a MOSFET, device geometry (e.g., LDD), and the type
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and quality of materials (e.g., gate oxide, spacers), it is plausible that the observations

during HCI can vary in the literature.

6.1.1 Underlying mechanisms of hot carrier degradation

The fundamental mechanisms involved in HCI are well known: carrier heating, im-

pact ionization (although not necessary for degradation), charge injection into oxide,

defect generation, charge trapping or detrapping. The unclear part is, how much each

mechanism occurs for a given technology and operating condition. For a particular

technology, even accelerated tests at high voltages might result in incorrect lifetime

extrapolations since higher stress voltages can activate some of the aforementioned

mechanisms and over-degrade the MOSFETs. It is therefore important to understand

the voltage, temperarature dependences of these processes individually and how they

behave with scaling operating conditions for realistic estimation of the degradation.

In this section, the debated issues in HCI literature are presented. These topics

provide a pre-requisite for the next chapters where experimental and theoretical HCI

observations are discussed for various operating conditions.

A. The role of electrons and holes

One of the questions in the hot carrier literature is whether hot electrons or

hot holes are the source of damage. Hu’s work claimed that hot electrons, not hot

holes, were responsible for generating interface traps [116]. This argument was based

on hot carrier experiments on NMOS and PMOSFETs. Both transistors had bell

shaped Isub vs VGS and ∆VTH vs VGS characteristics. Hu argued that if the holes

were responsible for degradation, PMOS would have much higher threshold voltage

shift since the channel of the PMOSFET is inverted and full of holes. Even at higher

stress voltages, PMOS degradation was less than that of NMOSFET. This is further

supported by the fact that electrons have longer mean free path due to their lighter

effective mass compared to holes, therefore the electrons are more efficient in impact
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ionization [102]. Furthermore, the conduction band offset at the Si/oxide is smaller

than the valence band barrier, suggesting that electrons can create interface traps

easier by injection over the oxide barrier.

The hypothesis of hot holes as the main source of interface trap (NIT ) genera-

tion, contrary to Hu et al., was studied by several groups. For both NMOS and

PMOSFETs, the NIT density peaked at hot hole injection regimes, VG < VD/2 for

the former and VG = VD for the latter [117]. In that study, the lack of correlation

between Isub and NIT -peak was attributed to hole induced hot carrier damage ( how-

ever PMOS NBTI could have also played a role, but was not discussed). Another

study used a gated-diode structure to inject either electrons or holes to the gate oxide

selectively [118]. By doing so, interface trap generation efficiency for holes and elec-

trons were determined. It was found that the holes were orders of magnitude more

efficient for trap creation. Lai proposed a mechanism where holes were the driving

force of interface trap generation on devices exposed to radiation. In his model, the

hot holes injected into the gate oxide were trapped, then captured electrons, and their

recombination dissipated energy sufficient to generate interface traps [119].

Recent experiments also argue that hot holes are the carriers that generate inter-

face traps [99], [120]. It is claimed that channel hot electrons injected through the

gate oxide can impact ionize at the anode side. The resulting holes (via Anode Hole

Injection, AHI) can tunnel back towards the substrate and break bonds at the inter-

face. Another qualitative mechanism suggested is the Valence Band Hole Tunneling

(VBHT). Similar to AHI, holes from poly valence band can tunnel through the thin

gate oxide and create interface defects [99].

On a related argument, it is not very clear if the carriers need to be injected into

the oxide to generate defects. Hu argued that electron injection must take place for

interface trap creation. The original Lucky Electron Model for hot carrier degradation

claimed that the maximum energy an electron can gain is limited by the potential

variation in the channel, that is Emax = qVD [116]. If the electron energy is less than

the conduction band offset, Φb, there would be neither electron injection into the
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oxide for generating interface traps nor gate current. This implied that if the supply

voltages are lower than about 2.5 − 2.7eV (due to lowering the conduction band

barrier, ≈ 3.1eV, by image force effect), hot carrier degradation could be eliminated.

Subsequent experiments showed that this is not the case: interface trap creation

at VD as low as 0.9V and gate current (hot carrier induced) for VD = 2.35V were

observed [121], [122], [123].

Following studies suggested that electron injection is not necessary for interface

trap generation [107], [124]. The results were obtained through selectively injecting

hot electrons into the oxide from the substrate of an NMOSFET and monitoring

the isotope (hydrogen/deuterium) effects on reliability. The energetic carriers from

substrate injection were held at the Si/oxide interface by applying a positive VG.

The energetic carriers gave rise to excess source/drain current, but not appreciable

gate current, thus injection into the oxide was ruled out. Both at this condition and

at VGS ≈ VDS/2, the isotope effect was obvious [125], [126]. It was concluded that

carrier injection into the gate oxide was not necessary for interface trap generation

and hot electrons interacting with Si−H bonds at the Si/oxide interface can directly

break the bonds [127].

A further investigation applied negative VB during hot carrier stress to populate

the energetic tail of the electron distribution [147]. The back bias increases the gate

current (due to high energy carriers) and degradation significantly but the substrate

current (due to low energy carriers) does not change noticeably. This experiment

claimed that injection into the oxide increases the interface damage. The authors

did not exclude the impact of lower energy electrons on interface degradation but

suggested that as VDD scales, the energetic tail becomes more important in HCI [129].

B. Nature of the defect: Si−H or Si−O bonds

Another debated topic in the literature is the chemistry of interface trap generation

which is generally attributed to breaking of chemical bonds at the Si/oxide interface
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and in bulk oxide. In Hu’s model, breaking of Si − H bonds was a hypothesis

based on previous work in the literature [116]. A more direct proof of interface

degradation due to these bonds came with deuterium (D) desorption from Si surfaces

through Scanning Tunneling Microscope (STM) experiments and deuterium-annealed

MOSFETs [130], [131], [132]. Deuterium-annealed MOSFETs (deuterium at Si/oxide

interface evidenced by SIMS), with deuterium having higher atomic mass, showed a

clear isotope effect under hot carrier stress and degradation was less than those of

the hydrogen-anneal (H2) samples.

One theory attributed the desorption process to atomic excitations due to elec-

trons impinging upon Si − H(D) bonds [133]. The STM results show that, at low

voltages, multiple energetic electrons can incoherently excite the hydrogen bond to an

antibonding state (multiple vibrational excitation model). At high current densities,

the energy transfer from multiple electrons can result in desorption by surmounting

the decay rate of the antibonding state. Low atomic mass of H increases the lifetime

of the excited state and thus makes it more likely to detach. This process requires

about 4x105 to 2x107 electrons to desorb a single hydrogen and deuterium, respec-

tively. At higher electron energies (< 5− 6eV), single excitations can possibly release

the hydrogen atom. This regime does not show any current or voltage dependence

unlike the low voltage(< 4eV) regime.

Recent theoretical and experimental work have shown that a more physically-

accurate explanation is related the coupling of Si −H/Si −D and bulk Si phonon

modes [98], [134], [135]. It was found out that the Si − H and Si − D vibrational

modes have frequencies of 650 and 460 cm−1, respectively. The frequency of phonon

modes of bulk Si is approximately 463 cm−1, therefore the Si−D excitations can be

channeled to the phonons effectively. This process reduces the probability of breaking

Si−D and increases resiliency of the interface against hot carriers.

In addition to Si − H bonds, Si − O which is abundant at Si/oxide interface,

can also be broken during HCI, as suggested by [99], [120]. This mechanism involves

particularly energetic holes generated during the stress. Unlike the Si−H, recovery
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of broken Si − O is negligible since annealing of Si dangling bonds by O is difficult

at relevant temperatures. This type of dangling bond adds to the overall interface

trap density, however the time-dependence and recovery characteristics are markedly

different than the broken Si − H bonds. Mahapatra suggests that at VGS ≈ VDS

condition, the Si − H are broken based on the evidence of significant HCI recovery

and the time-exponent during stress is lower than case of VGS ≈ VDS/2 which involves

Si−O [120].

C. Location of damage

The degradation in HCI occurs near the drain junction of a MOSFET since the

electric field peaks around that region. This is evidenced by ID-VG characterization

with source and drain flipped after a standard drain-sided stress. This flipped source-

drain configuration shows higher degradation because it increases scattering for the

carriers injected from the source-side (originally drain-side).

The damage region need not be limited to the junction, it can further extend

into the drain contact. Since there can be energetic carriers in the gate-drain overlap

and underneath the spacers, the overall degradation can increase. The impact of

degradation on MOSFET characteristics depends on the extent of the damage [136],

[137]. At low VG, channel resistance of an LDD MOSFET, RCH is larger than the

source/drain resistance RSD, therefore the damage in the channel and gate-drain

overlap dominates. At higher VG, RCH < RSD, so the RSD has a higher effect. For

conventional MOSFETs (no LDD), the degradation is mainly due to the channel

damage; the reduction in mobility and interface/bulk charges.

The spatial extent of the interface traps can be investigated by experimental

techniques such as charge pumping and DCIV [138], [139]. However, these methods

usually require the knowledge of transistors’ doping and potential profiles which may

not be conveniently accessible. Also, these experimental techniques are not generally
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feasible to probe the damage region deeper into the drain. These issues constitute

difficulties in understanding the effects of degradation.

Based on the experiments, the location of the interface states was found to be

dynamic during stress, particularly for LDD MOSFETs. It is claimed that the damage

first appears underneath the spacers, then moves into the channel [140], [141]. The

initial damage under the spacers can be attributed to the lower junction field of LDD

MOSFETs. Due to the lower field, the electrons gain sufficient energy deeper into

the drain. The series resistance increases and potential profiles change over time and

the degradation shifts toward the channel at later stages. This behavior gives rise

to saturation phenomena of time-dependent degradation, i.e., the rate of degradation

slows at later times whereas the initial rate is faster. The substrate current also

changes over time, first decreases due to damage under the spacer, then increases as

interface traps evolve into the channel. Non-saturating degradation characteristics

were also observed for HCI in LDD MOSFETs. This behavior can be explained by

scaling of the stress conditions or MOSFET geometry (dimensions, doping etc) [120],

[137], [141]. The characteristics for current generation MOSFETs is not yet clear

since accelerated tests can cause artifacts not present for operating conditions.

D. Bulk-oxide defect generation

Besides the interface traps, hot carriers can also generate bulk oxide traps. The

hot carriers injected into the oxide can get trapped and change the electrostatic

potential over the channel of the MOSFET or the spacer region [105], [118], [142].

For older technology MOSFETs with thick gate oxides (TOX ≥ 10nm) and high

operating voltages, bulk traps can have a significant contribution, however for current

technology devices with thin oxides (TOX ≥ 3nm), the trapped carriers are likely to

tunnel out of the oxide. The bulk defects themselves do not recover, however trapped

charges in these defects can lead to recovery due to detrapping. Despite this fact,



77

the time-dependence of the hot carrier degradation can be affected by the bulk traps

which generally evolve faster than the interface traps.

It is believed that the bulk defects are similar to broken Si − O bonds which

are generated with energetic carriers [125]. Chen observed that the defects generated

when hot electrons or holes were injected deeper into the oxide did not show hydrogen

isotope effects. Mahapatra’s work claimed that bulk traps were generated also at

VGS ≈ VDS/2 stress condition [120].

6.1.2 Time dependence of HCI degradation

In order to incorporate hot carrier degradation into device lifetime projections and

circuit design tools, time-dependence of the damage should be considered carefully.

Temporal degradation can be traced down to the microscopic mechanisms during HCI

discussed in Section 6.1.1. Understanding these processes increases the accuracy of

the model, however time-efficiency of such an approach for circuit-level tools may not

be satisfactory. Some models based on compact analytical formulation may suffer

from accuracy. In this section, various approaches to HCI modeling are discussed.

A. Modeling of microscopic mechanisms

In Hu’s work, the time dependence of degradation was derived to be a power

law, based on diffusion kinetics of hydrogen, with a time exponent of 0.5 (assumed

1-D hydrogen diffusion and infinite diffusion velocity into the poly). Although this

is the widely accepted exponent, experimental observations generally show a spread

of the exponent from 0.3 to 0.7 [132], [143]- [147]. Moreover, the degradation can

saturate over time for LDD device structures due to series resistance and self-limiting

(increasing VT over time decreases the amount of hot carriers), further complicating

the modeling of hot carrier time dependence. [136], [140], [141].

Based on the role of Si − H bond breaking during hot carrier stress and the

localization of the damage near the drain, the Reaction-Diffusion model provides an
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explanation to the HCI time-exponents by extending the geometry dependence of the

hydrogen diffusion [53], [54]. This approach gives a time-exponent of ≈ 0.3 − 0.5 if

the diffusing hydrogen species is atomic H and ≈ 1/3 if H2 is diffusing. However, as

qualitatively suggested by Mahapatra through experiments, HCI behavior may not

be alone attributed to the 2-D R-D model [120]. The reasoning behind this argument

is the contribution of Si − O bond breaking (and time-exponents ≥ 0.5) which are

due to hot holes at high stress conditions.

Another signature of the Si−H vs. Si−O bond breaking is the recovery behavior

of degradation. The MOSFETs stressed under hot carriers also show recovery, but

the magnitude is much less than the case of NBTI. The complete absence of recovery

at VGS ≈ VDS/2 in Mahapatra’s work (VD=4 and 4.5V, channel length of 0.28 µm

and oxide thickness of 4.8 nm [120]) is contrary to the deuterium experiments which

show a significant isotope effect suggesting hydrogen (not oxygen) is released from the

interface. This discrepancy could be due to the measurement method (Mahapatra

used charge pumping technique which has an inherent delay ) or excessive degradation

(saturation observed in [120]). Reaction-Diffusion framework extended to 2-D can

explain reduced recovery in the case Si − H bond breaking; the localized damage

reduces the recovery rate [53].

B. Compact MOSFET-level modeling

Impact of hot carrier degradation on circuits and its implications on circuit design

have been a major focus for product reliability. Since degradation occurs in individual

MOSFETs, it has to be translated into compact, time efficient forms so that they can

be used in circuit simulators.

The main parameters in compact modeling are the threshold voltage, VT , and

mobility, µ, degradation, and time-dependence. These parameters are related to the

magnitude and spatial extent of degradaion as well as the transistor itself. It is not

easy to include microscopics of degradation at the device level and use it for circuits
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in a time-efficient manner since it may requires the knowledge of doping, potential

and field profiles and hot carrier distributions. A 1-D compact model that converts

localized interface trap density into VT and µ degradation was suggested in [148].

This model did not explain the time-dependence or why the degradation occurs over

the specified dimensions.

C. Empirical HCI modeling

Another type of modeling is based on empirical device degradation and does not

deal with microscopic mechanisms. This method encapsulates the possible VT , µ,

series resistance or charge trapping related degradation. The age of a MOSFET is

extracted from ID, Isub and Ig . The AC stress degradation in circuits is estimated

from the DC characteristics by calculating the time interval in which hot carriers are

generated during the voltage transients [149]. The maximum hot carrier activity, Isub,

occurs at rising edges of the gate bias for NMOSFETs and falling edges for PMOS-

FETs. Degradation in one cycle (coined as quasi-static approach) is calculated for the

transistors in terms of signal delay and then extrapolated to the circuit activity by

summing the contribution from each cycle. The circuit delay or frequency degradation

or timing errors (glitches) are thus linked to MOSFET ID degradation. This model

was applied to circuits such as ring oscillators, pass-gate transistors, NAND and NOR

gates, multiplexors and showed good agreement with experimental results [150].

In general, the degradation depends on several parameters: i) load and parasitic

capacitances (such as Cdrain−gate or coupling due to interconnect layers) and related

voltage overshoots [151], [152], ii) number of fanouts [151], iii) transistor sizing (e.g.,

in buffers) [152], iv) activity of previous stages in circuit (rise and fall times can be

affected) [152], v) the type of gates (e.g., NAND, NOR etc) [150], vi) the function

of a MOSFET (such as in an inverter vs pass-gate transistor where bi-directional

activity is seen) [150], [152] and vii) statistical inter-die or intra-die variations [153].

These individual parameters might also depend on degradation (such as in i, iv, vi).
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Therefore, the overall picture is quite complicated and quasi-static modeling might

be misleading. Moreover, most reliability tools focus on one type of mechanism. In

the case of both NBTI and HCI degradation, the parametric shifts of a single gate or

subsequent stages in a circuit requires a thorough analysis.

6.2 Summary

Although hot carrier degradation of MOSFETs has been studied for decades, there

is still debate about the exact mechanisms and their impact on MOSFET character-

istics. The role of hot electrons or hot holes (or both), whether injection into the gate

oxide is needed or not, the types of bonds broken that generate interface traps, the

evolution of spatial extent of damage region and the significance of bulk defects are

not yet understood well. Most importantly, from a device and circuit lifetime angle,

the time-dependence and the source of power-law behavior are not clear.

To identify microscopic mechanisms during hot carrier stress and relate them to

device and circuit degradation under realistic operating conditions, a set of new exper-

imental tecniques and theoretical investigations are listed in the following chapters.

First, the theoretical tools will be described in the next chapter. Then, to answer the

open questions in the hot carrier literature and provide a consistent analysis of the

problem, experimental approach will be discussed in subsequent chapters.
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7. HCI MODELING

7.1 Introduction

A thorough modeling of hot carrier degradation should consist of MOSFET-level

analysis as well as macroscopic observations such as time-dependence and recovery

of degradation. In fact, microscopic mechanisms and macroscopic trends are related

and cannot be treated separately for robust modeling. In order to understand these

aspects of HCI, a framework spanning device process, electrical characteristics and

hot carrier analysis is implemented. The tools can be jointly used with experimental

results.

The flow of hot carrier degradation modeling is shown in Fig. 7.1. From process

and device simulations, hot carrier distributions in energy and space can be obtained

and incorporated into the geometry of hydrogen diffusion and kF physics in 2D R-D

simulations to obtain the time dependence and to calibrate voltage and temperature

dependeces. Finally, the resulting hot carrier degradation can be modeled compactly

for circuit tools.

These set of tools provide a powerful framework to study hot carriers and degra-

dation. Previously, other groups focused on a few aspects of the phenomena and

treated others phenomenologically. The capabilities at hand potentially presents a

complete approach.

In this chapter, the use of TSUPREM4, MEDICI and SMC simulations will be

discussed and verification of the tools will be described for a case study of Drain-

extended-MOSFET (DeMOS) transistors.
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Process (TSUPREM4) / Device (MEDICI) 

(Time-dependence) R-D

Compact modeling

Circuits & Design

(Hot carriers) SMC

Fig. 7.1. Flow of the HCI degradation modeling. The device-level
simulations are performed for obtaining the time, voltage and tem-
perature dependence. The trends are then translated into compact
models for circuits.

7.2 Process and Device Modeling

For accurate modeling, it is important the represent the Si device as realistic as

possible, i.e., with correct device dimensions and doping profiles resulting from a

process simulator. In this work, TSUPREM is used for process modeling, then the

electrical simulations are performed on MEDICI. The device mesh and electrostatic

results are then used for SMC (Monte Carlo code from Bell Labs, [154]) to get hot

carrier distributions. Fig. 7.2 shows the device structure of DeNMOS which is taken

as an example for the modeling framework. The DeNMOS works as an I/O transistor,

and can handle higher voltages due to its asymmetric structure [155], [156]. The drain

of DeNMOS is actually the n-well on p-substrate, compatible with CMOS technology.

This transistor has the same oxide thickness as the logic MOSFETs. The extended

drain region which is otherwise reserved for logic PMOSFETs provides a voltage

drop path when a high drain bias is applied, making the DeNMOS more tolerant to

breakdown. Drain-extended-PMOSFET (DePMOS) has also similar structure.
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Source               Drain

Gate

Fig. 7.2. DeNMOS device structure obtained from process simula-
tions. The asymmetric drain is made of the n-well allocated for PMOS
transistors of CMOS logic. This drain can withstand high voltages.
A close-up view of the channel region is also given. The deck is used
in Medici simulations.

For accurate results, MEDICI and SMC tools should first be calibrated with re-

spect to experimental data for a range of voltages and temperatures. Fig. 7.3 and

Fig. 7.4 show comparison of experimental IDS vs VGS characteristics with MEDICI

simulation results. The high field mobility parameters and interface trap densities

were adjusted to match experimental IDS,lin, (VDS = 0.1V ) and IDS,sat(VDS = 1.8V )

for both subthreshold and superthreshold region. For VGS < 0, additional calibra-

tion of band-to-band tunneling (GIDL) and generation/recombination parameters are

needed, but VGS ≥ 0V is the main focus for this work. Fig. 7.5 and Fig. 7.6 also show

the calibration results for two different temperatures. The calibrated simulations

provide a good fit to experimental observations.
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Fig. 7.3. Experimental data and MEDICI simulations for IDS vs. VGS.
The simulations match the drain current for the subthreshold, linear
and saturation regimes. IDS is plotted in log-scale. MEDICI high
field mobility parameters and interface trap density were calibrated
to match the current.

Fig. 7.4. Same as previous figure, IDS in linear scale.



85

0 0.6 1.2 1.8 2.4 3 3.6
10-12

10-10

10-8

10-6

10-4

10-2

VGS [V]

I D
 [A

/ μ
m

] 

MEDICI

experimental

T=27C

Fig. 7.5. Experimental data and MEDICI simulations for IDS vs. VGS

at 27oC. Temperature dependence is calibrated. VD = 0.1V .
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Fig. 7.6. Experimental data and Medici simulations for IDS vs VGS

at 105oC. VD = 0.1V .

7.3 Hot Carrier Modeling by Simplex Monte Carlo (SMC)

Simplex Monte Carlo (SMC) is a full band simulator for carrier transport in

Si devices. The advantage of SMC comes from its phase-space simplex algorithm
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Fig. 7.7. Experimental Isub vs VGS for different VDS at 27 (dashed)
and 105oC (solid lines). The temperature dependence shows a reversal
from low to high drain voltage (=1.8, 2.4, 3.0 and 3.6V). VGS is swept
from 0 to VDS for each drain voltage.

which can contain the accuracy of full band physics and efficiency in time through

piecewise approximations to both energy and electrostatic potential. The k-space

and real space are treated symmetrically, thus, exact integrations for the motion

equations and selection of final state for a range of scattering mechanisms can be

performed [154]. SMC was extensively calibrated for Si devices and used to explain

several experimental phenomena [113], [157], [158], [159].

For inputs, SMC takes terminal currents and electrostatic potential of a MOSFET

obtained by a device simulator and then computes hot carrier densities, distributions

and currents based on those estimations. The calibrated MEDICI simulations were

then used to study hot carrier characteristics and degradation. For robust predictions,

SMC hot carrier dependence were first calibrated. Impact ionization and phonon scat-

tering parameters were adjusted for to match experimental IB/IS ratio for different

temperatures. Fig. 7.7 shows Isub vs VGS relationship for different drain voltages

and temperatures. At the drain, VDS = 1.8, 2.4, 3.0, and 3.6V were applied and
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Fig. 7.8. The ratio IB/IS for experimental data (symbols) and SMC
(lines) at VDS = 1.8V (triangles) and 3.6V (circles). Experiments
were done at T=27oC.

VGS was swept from 0V to VDS for each case. Substrate current which is a directly

proportional to the hot carriers generated by impact ionization was measured for 27

and 105oC. At low VDS, high temperature Isub is larger than that of 27oC whereas

for VDS =3.6V, the trend is flipped; low temperature has higher substrate current.

The reason for this reversal is attributed to the drain bias dependence of the distri-

bution function and the spread of its tail due to temperature [113]. SMC ionization

and phonon scattering parameters were adjusted to fit the experimental IB/IS ratio

which reflects the impact ionization coefficent αII :

IB = αII · IDS ·∆L, (7.1)

where ∆L is the pinch-off length in the channel. It is assumed that this length does

not change significantly with bias and temperature. Fig. 7.8 compares experimental

IB/IS ratio with SMC results. Fig. 7.9 presents the same for T=105oC and the two

temperature are compared in Fig. 7.10. These results imply satisfactory calibration

of SMC for experimental trends. After calibrating MEDICI and SMC, hot carrier
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Fig. 7.9. The ratio IB/IS for experimental data (symbols) and SMC
(lines)at VDS = 1.8V (squares) and 3.6V (triangles). Experiments
were done at T=105oC.
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ratio IB/IS for VG = 0.9V , VD = 1.8V and VG = 1.2V , VD = 3.6V
are shown. The temperature dependence flips from low to high VD.
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Fig. 7.11. Conduction and valence bands of DeNMOS and electric
field near the drain. The vertical dashed line shows the gate edge.
Carrier heating mechanisms are also depicted.

densities, corresponding spatial distributions and their impact on device reliability

can be investigated. As a case study, DeNMOS off-state (VGS = 0V , bias applied to

drain) is considered. Fig. 7.11 shows lateral cross section of conduction and valence

bands, and lateral electric field in the channel. The electric field peaks under the gate

edge at the drain side and this leads to band-to-band tunneling of electrons towards

the drain. At high drain bias, the drain current is dominated by the band-to-band

tunneling component which also gives rise to the substrate current as depicted in Fig.

7.12. It can also be seen that the current component due to impact ionization (ISUB

calculated from SMC simulations) is orders of magnitude smaller than the band-to-

band tunneling current. MEDICI simulations without impact ionization also agrees

with the experimental data confirming the dominance of band-to-band tunneling in

drain current [160]. As the electrons tunnel from the valence band to the conduction

band, they experience an accelerating electric field inside the drain. The energetic

carriers heated under this field can impact ionize in the drain and generate electron-

hole pairs. Due to the field profile, the holes generated in the drain can be swept
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Fig. 7.12. Experimental drain and substrate current for two different
temperatures. Medici currents are also compared. The drain and sub-
strate currents are due to band-to-band tunneling at high drain bias.
Impact ionization current, ISUB, obtained from SMC simulations is
much less than the drain current.

towards the gate and cause degradation at the Si/oxide interface or in the bulk

gate oxide. SMC can also be used to obtain the hot carrier distributions in the

device. Fig. 7.13 shows hot electron and hole distributions near the drain junction

of the DeNMOS. Electrons having energies higher than 3.1 eV (conduction band

offset between Si bulk and gate oxide) are considered hot, because it is assumed

that only above that energy, they can be injected into the gate oxide and degrade

the device. Similarly, hot holes are those with energies higher than 4.7 eV (valence

band offset between Si and oxide). The hot electron density peaks underneath the

spacer over the drain since they arise from band-to-band tunneling near the gate edge

(x = 0.2932µm) and are accelerated in the drain electric field. Hot holes, on the other

hand, peak over the gate-drain overlap. The hot carrier densities increase with higher

drain bias as expected because the electric field which causes band-to-band tunneling

and carrier heating increases with the drain voltage when gate bias is zero. The hot
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Fig. 7.13. Hot electron and hole densities inside the channel near
the gate edge (vertical black line) for different drain voltages. Hot
electrons are mainly outside the gate and generate holes via impact
ionization. The holes are accelerated back towards the channel. Spa-
tial interface trap density is also given. The density peaks where the
hot hole and electron densities overlap.

carrier density also spreads in space with increasing drain bias. This is plausible since

higher drain bias leads to higher electric field which then accelerates carriers to higher

energies. So at a given energy, it is expected to find more carriers and more spatial

spreading. Fig. 7.13 also compares spatial interface trap distribution with hot carrier

densities. Spatial profiling of NIT was obtained from charge pumping measurements

discussed in the previous chapter. The interface trap density peaks right outside the

gate edge over the spacer. This region corresponds to the intersection of the hot

electron and hole densities. Fig. 7.14 shows integrated hot carrier densities over

the whole device domain and integrated interface trap distribution in the channel

for different drain bias. The individual integrated hot carrier quantities follow the

NIT versus VDS trend and imply each of them separately or their intersection can

be responsible for the interface trap generation. However, when only the densities
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Fig. 7.14. Integrated hot electron, hole, their intersection and in-
terface trap densities as a function of drain bias. The whole device
domain is considered. The interface traps shows good correlation to
the hot carrier densities.

underneath the gate oxide are integrated, only hot hole density shows good agreement

with the experimental interface trap density trend as in Fig. 7.15.

7.4 Summary

A modeling framework that starts from process-level and extends to electrical

and hot carrier simulations is presented. The framework was applied on a specific

transistor, DeNMOS, to quantify the hot carrier degradation in off-state. The tools

are applicable to other cases, such as on-state HCI for logic MOSFETs, as it will

be discussed in the following chapters. For practical purposes, time-dependence of

degradation is important so that lifetime extrapolations of MOSFETs and circuits

can be achieved. The geometric localization of the hot carrier degradation can be

incorporated into the Reaction-Diffusion framework for time-dependence [53]. The

physics of bond-breaking, kF , needs to be understood in terms of the contribution of
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Fig. 7.15. Same as previous figure but only the region underneath the
gate oxide is used in integration. Interface trap density compares well
only with the hot hole density.

electrons or holes, the energies need for bond-breaking and as to whether injection

into the gate oxide is required for creating interface traps. The spatial distribution of

the defects are also important since it plays a role in time-dependence of degradation.

These issues will be investigated with the help of experimental studies and calibrated

framework presented in this chapter.
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8. HOT CARRIER INJECTION CHARACTERIZATION

8.1 Introduction

The majority of the HCI work has been done during ’80s and ’90s when hot carrier

degradation was very serious in CMOS technology. The large operating voltages

(VDD = 5V ) resulted in significant damage, thus HCI reliability was a major concern

as discussed in Chapter 6. It was speculated that if the operating voltages were

lowered, the HCI would disappear; a prediction that was proven to be incorrect by

recent technologies with lower VDDs. In order to explain HCI better, one needs to

understand carrier heating and damage generation phenomena. Particularly with

technology scaling, the overall degradation which is a weighted combination of these

mechanisms can change, affecting the impact on device and circuit operation.

The purpose of this chapter is to investigate HCI mechanisms for shorter channel

MOSFETs stressed near operating voltages; conditions relevant to present technolo-

gies. First, the differences and similarities among the older and newer HCI obser-

vations will be discussed to identify the challenges of HCI characteristics. Then,

degradation and recovery trends in technologically-relevant conditions are presented.

In compliance with the previous chapter, the carriers responsible for damage, the type

of degradation, time dynamics and the impact of degradation on MOSFET metrics

are given.

8.1.1 HCI behavior of short and long channel MOSFETs

MOSFET dimensions and operating voltages are continually reduced according to

the CMOS technology scaling. In older generations, it was observed that damage due
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Fig. 8.1. ISUB (dot-dashed line) and degradation (triangles) of an
NMOSFET stressed at VD = 3.6V and several different gate voltages.
ISUB shows a bell-shaped behavior with peak at VG = 1.6V . The
degradation, ∆IDSAT , is also bell-shaped but peaks at a different VGS,
closer to VGS = VD.

to HCI was well correlated with the substrate current, ISUB. However, with scaling,

this trend is not consistent with the older generations anymore as shown in Fig. 8.1.

This behavior is not suprising since ISUB reflects the amount of impact ionization

which is a function of carrier energy in the channel. The degradation can involve

additional mechanisms on top of energetic carriers: the carriers need to be directed

towards the oxide and generate defects. The direction of carriers (following the electric

field) changes with the gate bias, therefore ISUB and degradation do not necessarily

coincide.

As the channel lengths are shrunk, the degradation peaks at VG = VD as represen-

tatively shown in Fig. 8.2. This is partly due to the direction of carriers near the drain

as well as the gate voltage where energy of carriers are maximized. Fig. 8.3. shows

that for short channel MOSFETs, the substrate current peaks near VG = VD whereas

in the long channel case, the ISUB depicts a clear peak around VG = VD/2. The
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Fig. 8.2. Representative degradation of short channel MOSFETs. The
degradation (circles) peaks at VG = VD = 3V for a shorter channel
MOSFET although the ISUB has a bell-shape characteristics, peaking
at VG = 1.9V .

VD,SAT for a short channel device is smaller, therefore the average energy of carriers

is higher (see discussion in Section 6.1). The VG needs to be increased further than

VD to increase VD,SAT and thus reduce the average energy and ISUB. As a result, the

bell-shape for short channel devices does not appear unless VG significantly exceeds

VD.

These results signify that hot carrier dynamics change with channel length and

stress voltages, both playing a role on the degradation. These mechanisms need to be

understood quantitatively in order to predict HCI for current generation technologies.

In this thesis, the tools mentioned in Chapter 7 provide that essential insight.

8.1.2 Type of defects

The damage due to HCI impact MOSFET characteristics as exemplified in Fig.

8.4. The degradation cause reduction in the drain current, ID, due to negatively
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charged defects. These charges are believed to be originating from interface or bulk

traps. The nature of the traps are attributed to broken chemical bonds; in the case

of HCI, Si − H (recovery in Fig. 8.4) and Si − O are generally held responsible

for the defects. The level of degradation at the Si/oxide interface and bulk oxide

depends on the stress condition. As discussed in the previous chapter, stress voltages

directly affect the carrier energy in the channel; therefore lead to activation of different

processes.

One such mechanism is bulk trap (NOT in cm−3) generation in the gate oxide

due to carriers with high energies. This mechanism is prominent at higher stress

voltages. Fig. 8.5 shows bulk trap density (measured by multi-frequency charge

pumping (MFCP) discussed in Appendix A.6) for MOSFETs stressed at different

voltages (VG = VD). As the stress voltages are scaled, the bulk defect creation

reduces and becomes negligible at the lowest voltage. The voltage acceleration of

NOT is consistent with the values in [161]. Despite this fact, the MOSFET ID − VG

characteristics still degrade at this condition, as in Fig. 8.4. This can be attributed to
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Fig. 8.4. HCI degrades the drain current of a MOSFET (L=0.16µm)
over time. Stress at VG = VD = 2V at T=30C. After 1000 seconds of
stress, ID recovers partially when held at VG = VD = 0V . Linear char-
acteristics were measured at VG = 1.8V , VD = 0.1V since measuring
IDSAT can degrade the MOSFET at VG = VD = 1.8V condition.

interface damage created by the hot carriers. Fig. 8.6 compares interface (NIT ) and

bulk traps (normalized, per unit area) for the aforementioned stress voltages. The

lowest measurement frequency (5KHz) probes about x5KHz=4.7Ȧ into the dielectric.

The normalization of bulk traps is taken NOT ·x5KHz which yields the areal density

(in cm−2) assuming trap density is constant over this depth. The interface traps are

computed from the highest measurement frequency (2MHz). As the stress voltage

increases, the bulk traps keep increasing, however the interface trap component tends

to saturate. Therefore at high voltage, (NOT ) dominates, consistent with [16]. With

voltage decreasing, both (NIT ) and (NOT ) decrease but since the latter does not

increase with time (Fig. 8.5), interface traps dominate the overall degradation.

Fig. 8.7 gives the extracted time-exponents (n) of experimental degradation char-

acteristics (Fig. 8.5). At low stress voltage, the NOT does not change appreciably, as

mentioned earlier. For the intermediate and high VD, the exponents are about 0.35.
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On the other hand, the interface trap time-exponent decreases with increasing VD

and becomes equal to that of NOT at high voltage. The exponent n ≈ 0.35 is in good

agreement with [162] but lower than the values reported in [120], [163].

These results suggest that interface traps have two components that can appear

as the stress conditions are changed. This is consistent with the role of Si −H and

Si − O bond breaking. The total interface traps, NIT , are a combination of broken

Si−H and Si−O bonds. At low voltages where carriers have lower energies, Si−H

dominate, as in Fig. 8.8. The recovery is small unlike the NBTI case and the reason

is the geometry effect as discussed in Section 4.2. As the voltage increase, Si − O

component overtakes the Si−H and dominate the time dependence. The measured

Si − H time-exponent is around 0.5 whereas Si − O exponent is 0.35. Therefore

the total NIT time-exponents reflect the two bond types: Si − H and Si − O. At

the intermediate stress conditions, the overall time-exponent somewhere in between.



100

2 2.4 2.7

1011

1012

1013

Stress VD (=VG) [V]

N
IT

-N
O

T
, N

O
T
 [c

m
-2

]
NOT

NIT-NOT

Fig. 8.6. Bulk traps extracted from MF-CP and interface traps mea-
sured by charge pumping increase with stress voltage; NIT increases
slower than NOT at high voltage.

This is further verified analytically in Fig. 8.9. When the magnitude of the bulk

trap component increases with voltage, it first becomes comparable to Si−H (time-

exponent n=0.44), then exceeds Si − H (time-exponent n=0.37), with each case

showing a near power-law trend. The Si − H (NIT − NOT in Fig. 8.6) component

also increase with voltage however its rate is not as fast as Si−O (NOT in Fig. 8.6).

The type of defects also affect the recovery characteristics. It is known that broken

Si −H can be annealed when the stress is turned off. As for Si− O, passivation of

dangling bonds by oxygen is not very effective, therefore the recovery is negligible.

Experimental recovery trends for different stress conditions are shown in Fig. 8.10. As

expected, relaxation of degradation is small for MOSFETs stressed at high voltages

since the Si − O component is more than Si − H. Broken Si − O can be annealed

by hydrogen released from Si−H, however this process is limited by the amount of

available H; in other words, broken Si−H bonds. Additionally, there is a competition
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between broken Si−H and Si−O to capture the free hydrogen, therefore recovery

is limited.

Experimental results imply that as the stress voltages are scaled, the degradation

is mainly due to interface traps originated from broken Si − H bonds. At higher

voltages, contribution from Si − O increase. If accelerated tests with short stress

time and high voltages are used to characterize HCI, the lifetime extrapolation can

be misleading since the magnitude and time-dependence of Si−O dominates at these

conditions.

8.1.3 Carriers responsible for HCI

In the previous section, it was explained that for a MOSFET stressed near the

operating voltages, the degradation is mostly related to interface traps. Voltage and
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time-dependences were employed to isolate bulk trap component prominent at higher

stress voltages. The next important question which has been debated in the literature

for decades is what causes degradation, more specifically, which energetic carrier is

generating the defects? Hot electrons, holes or both have been held responsible for

HCI by different groups (Chapter 6). In this section, by utilizing experimental and

theoretical tools, the carriers leading to defects will be identified for technologically-

relevant NMOSFETs.

In order to determine which carriers generate interface defects, spatial profiling of

the degraded region is performed by DCIV technique (Appendix A.7) during stress

and recovery. DCIV is preferred over spatial charge pumping (Appendix A.5) because

the doping profiles of the MOSFETs used in this study are not monotonic. It yields

charge pumping not useful for this purpose. Fig. 8.11 shows build up of interface

traps near the drain junction of the MOSFET . It is reasonable that the position

of the degraded region and that of the carriers causing damage are correlated. The
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microscopic mechanism is not very clear on how hot carriers generate defects, however

the magnitudes of the defects and hot carriers are generally related. For profiling of

the carriers, the spatial distributions of hot electrons and holes are extracted from

SMC. Fig. 8.12 compares the two near the drain of the NMOSFET. As it can be seen

from Fig. 8.11, the position of the interface traps are in agreement with that of the hot

electrons. Hot holes are also present, but their location is more towards the source.

Since the holes, generated by impact ionization, gain energy in the potential near the

drain, more hot holes are expected away from the drain. The connection between

hot electrons and interface damage is further established in Fig. 8.13. Integrated hot

electron distribution function (DF) agrees better with the trend of interface traps for

MOSFETs having different channel lengths.

With higher stress voltages, the type of defects mostly consists of Si − O as

discussed in the previous section. Breaking the Si − O bonds requires carriers with

higher energies than those needed for breaking the Si−H. Particularly, hot holes are
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believed to take part in this mechanism. Fig. 8.14 shows the distribution functions

(DF) of electrons and holes for MOSFETs stressed at different VG = VD conditions.

The tail of the electron distribution is populated significantly with increasing VD

whereas the hole distribution is raised over the entire energy range. The low energy

portion of the electron DF is composed of channel electrons in the inversion layer

and a fraction of these gain significant energy near the drain. Since holes come from

impact ionization, they are proportional to the tail of electron DF. As a result, an

increase in stress voltage directly impacts the hole DF, even at low carrier energies.

From Fig. 8.14, it is not clear whether hot electrons (tail of DF) or holes break the

Si−O bonds. In order to clarify this, voltage dependences of electron and hole DFs,

and experimental NIT and NOT are depicted in Fig. 8.15. It can be seen that the

NOT (Si−O) correlates better with the hole DF (energies > 0.3eV), rather than the

electron DF (energies > 1.1eV). Moreover the NIT has a trend similar to the NOT .

This is not suprising because as the stress voltage increases, the fraction of interface

defects due to broken Si−O follows, as in Fig. 8.9. Although the mechanism of defect
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generation by hot carriers is not established, Fig. 8.14 presents clues for this process.

With the stress voltages used in this study, the electron and hole DFs populate

energies significantly less than the conduction and valence band offsets (≈ 3.1 and

4.7 eV, respectively), even with the image-force barrier lowering. This signals that the

hot carriers need not be injected into the oxide to generate interface or bulk traps.

At VG = VD stress, the local electric field near the drain favors electrons towards

the interface. Therefore a carrier can convey energy to the bonds and accumulating

energy transfer can dissociate atoms. This result is consistent with previous findings

[125], [126]. Under hot carrier stress (VG = VD), the electron tranport in the channel

is lateral: from source to drain. In order for electrons to interact with the chemical

bonds at interface, the carriers need to be scattered so that their lateral movement

is impeded. Since impact ionization, a scattering mechanism that can change the

direction of electrons, is not required for HCI, alternative mechanisms are necessary.

Such momentum change can come from electron-electron scattering or simply arise

from roughness of the Si/oxide interface and dopant fluctuations in the channel and
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drain. Even for advanced device geometries such as Ultra Thin Body (UTB) and

nanowire FETs where transport is ideally 1-D, these non-idealities can scatter hot

electrons towards the gate and result in degradation.

8.1.4 Summary

Spatial profiling (DCIV) of interface damage and theoretical (SMC) extraction of

carrier distributions in energy and space yield that holes can break Si − O bonds

at higher stress voltages. For MOSFETs stressed near operating voltages, electrons

correlate better with the interface damage emanating from broken Si − H bonds.

The carrier distributions in energy suggest that injection into the gate oxide is not

necessary for creating defects. The results help clarifying these conflicted issues by

means of powerful experimental and theoretical tools.
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9. IMPACT OF DEGRADATION ON MOSFET

CHARACTERISTICS

In the previous chapter, HCI induced interface and bulk oxide defects were discussed.

Although given qualitatively, the effects of these defects on MOSFET characteristics

were not presented in detail. Such a relationship is needed because the transistor and

circuit lifetimes are generally assessed in terms of MOSFET metrics (i.e., IDrain, gm,

VT etc). As seen in Fig. 9.1, the defects and their impact on MOSFET characteristics

may not appear to be correlated: time, temperature and voltage dependences of inter-

face traps and therefore characterization of HCI should be performed carefully. In this

chapter, interface trap (NIT ) generation and its relation to drain current (ID) degra-

dation will be investigated. First, the effect of measurement delay will be discussed

because further investigation requires correction for any delay related artifacts. Then,

the temperature dependence of ID degradation and NIT for worst-case HCI conditions

will be presented. Finally, the correlation of time-dependences between NIT and ID,

and their recovery characteristics will be given. Charge trapping/de-trapping effects

will also be shown.

9.1 Measurement delay in HCI

In the previous chapter, it was shown that HCI, similar to NBTI, also shows

recovery, although the fraction is much smaller than that of NBTI. This recovery

is attributed to the annealing of dangling Si bonds by hydrogen. Recovery is more

pronounced for lower stress voltages, where Si−H breaking is the main mechanism

behind interface trap generation.

In NBTI, it is known that recovery, i.e., measurement delay, causes artifacts: the

magnitude and time-dependence of NBTI with recovery can be significantly different
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Fig. 9.1. Time-exponents of the power-law trends for ICP (trian-
gles) and ∆ID (circles and squares) are markedly different under HCI
stress. ID measurements were done at VG = 1.8V and VD = 0.1V .
Fast (squares, 2 sec. delay) and slow (circles, 50 sec. delay) ID mea-
surements show a slight difference in time-exponents. MOSFETs were
stresssed at VG = VD = 2V for different temperatures.

than an ideal measurement. This can lead to erronous lifetime extrapolations for

MOSFETs and circuits. Since HCI also recovers partially, the impact of delay should

be evaluated first to avoid characterization discrepancies. In this section, the effects

of measurement delay will be analyzed by conventional and ultra-fast techniques. The

trends will be related to the theoretical behavior.

In conventional methods, the MOSFET is stressed under HCI, then the drain

current is measured at predefined time intervals. Usually, between stressing and mea-

suring the degradation, there is a time period due to equipment limitations. Moreover,

if the measurement involves other techniques such as charge pumping, the delay can

be larger, leading to larger recovery.

The degradation and recovery characteristics with different delay durations are

shown in Fig. 9.2. With the fast measurement, the degradation and recovery are

slightly higher than the slow measurement case because the recovery is smaller. The

power-law exponents of stress are 0.255 and 0.286 (Fig. 9.1) for the fast and slow



111

Slow Fast

10

12

14

16

D
eg

ra
da

tio
n,

 R
ec

ov
er

y 
[%

]

Recovery

Stress
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captured by the fast measurement is closer to the intrinsic degrada-
tion. MOSFETs were stressed at VG = VD = 2V for 10,000 seconds
and recovery performed for 40,000 seconds.

measurements, respectively. The delay in conventional measurements is not very

small, as evidenced by NBTI measurements. NBTI shows quick recovery even in

ms time scale. In order to check the HCI recovery in short time periods, ultra-fast

setup (Appendix A.8) was used. This setup is capable of measuring degradation and

recovery in microsecond resolution. The recovery behavior is given in Fig. 9.3 which

shows that the drain current does not change appreciably in short time scales. The

recovery trend is within the noise window of the setup, therefore this result implies

that the recovery is not significant and conventional techniques can measure HCI

fairly accurately. Since the measurement delay does not affect the time-exponent of

degradation noticeably, this suggests that intrinsic fractional recovery in HCI is indeed

small as predicted by the 2-D R-D theory (discussed more in the next section) [53].
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Fig. 9.3. Ultra-fast setup (Appendix A.8) results show that recovery
is not significant at short time scales, down to microseconds. Due
to the noise in the setup, the small amount of recovery cannot be
observed clearly, but a fast-recovery component can be ruled out.
Each measurement segment is 40 ms long. There is no interruption
during the measurements or stress-recovery transition.

9.2 Temperature dependence

In addition to delay effect, another complication of HCI measurements arises from

the temperature dependence. As discussed in Sec. 7.3 (Fig. 7.7), the substrate

current (ISUB) which is a measure of carrier energy, has a temperature dependence

that reverses with stress voltage. For classical hot carrier studies with long-channel

MOSFETs and larger stress voltages, it was shown that HCI reduces with temperature

[164]. The reason is that the average energy of carriers in the channel of a MOSFET is

reduced at high temperatures due to phonon scattering. As the operating voltages are

scaled for present day technologies, this observation is reversed: higher temperatures

generate more ISUB. Since the MOSFETs can operate at higher temperatures in

modern ICs, the implications on HCI are important.
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The reversed temperature dependence can be understood by looking at the carrier

distribution functions (DF) in Fig. 9.4 and 9.5. The occupancy of electrons at high

energy part of the DF (thermal tail) increases with temperature in both MOSFETs.

When a MOSFET is stressed at lower voltages, the maximum energy a carrier can gain

(without scattering) is roughly qVD where q is the electronic charge. With lower VD,

the critical energies in HCI (impact ionization threshold, defect generation energy)

lie within the range of this tail. As the stress temperatures increase, larger thermal

tail can generate more holes via impact ionization and more damage due to electrons.

The increased damage at higher temperatures can be seen from Fig. 9.6 in which

experimental charge pumping current (ICP ) and the interface trap density (per en-

ergy, DIT ) are shown. The ICP , which is proportional to the interface trap den-

sity, decreases with stress temperature, however it is also intrinsically temperature-
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dependent: the energy range (within the Si bandgap) probed by charge pumping

varies with measurement temperature. The charge pumping current for HCI can be

written as

ICP = q·AHCI ·f ·DIT ·∆E, (9.1)

where AHCI is the area degraded by HCI, f is the CP frequency, DIT is the interface

trap density (in units of cm−2eV −1) and ∆E is the energy range probed by charge

pumping at a particular temperature, and given by (9.2)

∆E = 2kBT [ln(υThni
√

σnσp
|VFB − VT |

√
tRtF

∆VG

)], (9.2)

where kB is the Boltzmann’s constant, T is the measurement temperature, υTh is the

thermal velocity, ni is the intrinsic carrier concentration, σn,p are the capture cross

sections for electrons and holes, VFB is the flat band voltage, VT is the threshold

voltage, ∆VG is the amplitude of the CP pulse, and tR,F are the rise and fall times of
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Fig. 9.6. Charge pumping current, ICP (left axis), decreases with
increasing stress temperature. After the correction for the energy
range, DIT (right axis) increases. The activation energy for DIT is
0.014 eV (stress: L=0.16µm, VG = VD = 2V ).

the CP pulse [165], [166]. The parameters υTh and ni also depend on temperature.

For the MOSFETs stressed at these conditions, the energy ranges are approximately

0.6, 0.48 and 0.28 eV at T =30, 75 and 125C, respectively. At higher temperatures,

the energy range is smaller because the thermal emission of carriers from trap states

are enhanced. Using this energy correction in (9.1) and (9.2), the corresponding

DIT values were extracted. Assuming uniform trap distribution in the bandgap, the

interface trap density (DIT ) increases with temperature, consistent with expectation

for short channel MOSFETs from SMC.

The temperature also affects the recovery. Fig. 9.7 shows percentage recovery for

CP and ID and degradation in ID. The recovery in ICP increases with temperature.

This behavior of ICP can be interpreted as that of DIT since percentage recovery is

shown and energy range corrections on ICP cancel out. The drain current degradation

and recovery are also shown in Fig. 9.7. The ID recovery is similar to ICP although it

depends less on the temperature. This can be explained by looking at ID degradation
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Fig. 9.7. ICP (= DIT ) recovery increases with temperature. The
drain current also recovers partially, however at higher temperatures,
it becomes less dependent on DIT . Mobility reduction with tem-
perature dominates interface trap induced degradation and recovery.
L=0.16µm MOSFETs were stressed at VG = VD = 2V for 1000 sec-
onds. ID,lin was measured at VG = 1.8V and VD = 0.1V . Measure-
ment delay is 50 seconds.

which decreases with temperature although the DIT increases as in Fig. 9.6. When

the temperature increases, the ID of a MOSFET degrades (t=0, before HCI stress)

due to mobility reduction with phonon scattering. Any impact of HCI degradation

is therefore smaller at higher temperature since scattering is more effective than the

defects. Thus the recovery in ID due to reduction in DIT is masked by mobility at

high temperature. Fig. 9.8 compares percentage NIT (= DIT ) recovery for low and

high temperatures from 2-D R-D theory. Temperature dependence of stress (Fig. 9.6)

and measurement delay (Fig. 9.9) are included in the simulations. It can be seen

that recovery decreases with increasing temperature. This is because the hydrogen

diffusion away from the dangling bonds is faster at high temperature and with 2-D

diffusion, it is more difficult for them to anneal the bonds during recovery. Since
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Fig. 9.8. R-D simulations show that recovery increases with decreas-
ing temperature. This trend does not agree with the experimental
observations.

diffusion, not annealing rate, is the limiting mechanism, high temperature reduces

the recovery.

The recovery obtained from 2-D R-D simulations (Fig. 9.8) contradict the ex-

perimental observations (Fig. 9.7). This could be due to the assumption of uniform

trap densities in the Si bandgap. The traps might concentrate on a narrow energy

range [167]. Since the CP scans a limited energy range in the bandgap at different

temperatures, the energy where DIT peaks might not be probed.

Another possibility underlying the discrepancy between R-D simulations and ICP

recovery is that the simulations only consider interface traps. Experimental ICP , how-

ever, can include both interface and bulk traps, as discussed in the previous chapter.

Detrapping from bulk oxide traps is enhanced at higher temperatures. In order to

check bulk oxide detrapping, ultra-fast setup was used for recovery. The represen-

tative waveforms for VG and VD are shown in Fig. 9.10. During recovery, the VG is

kept at negative voltage to induce detrapping. Linear drain current, which reflects

both interface and bulk traps, is measured intermittedly. The resulting recovery in
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dence of fractional recovery is independent of delay. H2 diffusion in
R-D is implemented. The time-exponent for DC is around 0.32, with
delay n=0.6-0.70.

ID is given in Fig. 9.11. With a negative VG, the ID recovery increases to twice of

VG = 0V for both temperatures. This result suggests that electrons are trapped into

the bulk traps during stress. The applied VG during recovery is less than the flat-band

voltage |VFB| of channel region, however near the drain where trapping could take

place, the |VFB| is smaller, therefore sufficient for detrapping.

The experimental temperature dependence shows higher interface trap generation

and recovery for higher temperatures compared to the conventional HCI with larger

stress voltages. The degradation characteristics are consistent with the hot electron

distribution functions obtained from SMC and with R-D model with higher kF . Also

the weak temperature dependence suggests kinetic electron-induced dissociation. The

experimental recovery trends are not well understood, the R-D theory predicts the

opposite temperature dependence. The results could be explained by electron detrap-
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MEDICI, the time-dependences of NIT and ID are the same. The
spatial distribution of NIT is included in the MEDICI simulations.

ping from bulk traps, a process activated by higher temperatures or with non-uniform

interface trap density in the Si bandgap.

9.3 Location of HCI damage and screening effect

In the previous sections, the interface trap generation, the resulting charge pump-

ing current and its qualitative impact on drain current degradation were discussed.

ICP and ID show power-law time-dependence, however time-exponents are signifi-

cantly different as shown in Fig. 9.1. This situation complicates correlating interface

damage with MOSFET degradation for lifetime extrapolation. Fig. 9.12 compares

the time-dependences of NIT and ID from MEDICI simulations. The NIT , with its

magnitude and spatial distribution, is extracted from experimental data and employed

in the simulations. As it can be seen, MEDICI predicts the same time-dependence for

both, contradicting the experimental results. This observation implies that the picture

is not simple and NIT measurements should be analyzed carefully. The conflicting

results can be resolved by looking at the interface trap profiles and understanding
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the effects on MOSFET characteristics. First, the experimental techniques such as

DCIV and CP that measure spatial NIT profiles are limited because probing deep

into the drain region requires higher |VG| and the doping profiles of MOSFETs may

not be convenient for this purpose. From Fig. 8.8 and 8.11, it can be seen that the

NIT can extend well into the spacer and drain because the maximum position probed

by the measurement still has substantial NIT . This is supported by the hot elec-

tron distribution function, as in Fig. 8.12, which peaks underneath the spacer region

of the MOSFET. The average energy of an electron traveling towards the drain is

Eave(x) = q·
∫ x
0 E(x′)dx′, so the energy increases as the electron travels further into

the drain and thus it can generate considerable damage in that region.

Second, the interface traps can be screened by the inversion layer carriers. The

screening can reduce the effects of mobility degradation and electrostatic repulsion of

charges. Therefore, depending on the gate bias, the MOSFET can feel only a fraction

of the interface defects.

In this section, a detailed analytical degradation model that includes these two

effects will be discussed. The model explains the experimental trends when a dynamic

evolution of NIT is present: the degradation starts from the spacers, then shifts into

the channel of the MOSFET. The model predicts the voltage and time-dependence

of the ICP and ID under given stress and measurement conditions. The doping,

mobility, and NIT profiles were approximated for a compact form that captures the

overall degradation behavior.

9.3.1 Inversion layer screening

Trapped charges at interface states can reduce surface mobility due to Coulombic

scattering and electrostatically repel channel carriers (i.e., shift VT ), overall reduc-

ing the ID. When the inversion layer is present, screening of carriers can partially

mask the effects of interface traps. In the case of HCI, mobility degradation is more
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important because the interface defects are localized near the drain and their impact

on VT is less.

In this analytical model, the total channel mobility, µT , is given by Matheissen’s

rule:
1

µT

=
1

µEff

+
1

µC

, (9.3)

where µEff is the effective channel mobility and µC is the Coulombic scattering

mobility due to interface traps. The µC reduces as the NIT increases and this leads

to a decrease in µT . The µC is written as ( [168])

1

µC(z, zi, T )
=

m∗q3N2D(zi)

16πε̄2h̄kBT
· F (z, zi, T ), (9.4)

where z is the distance between the Si/oxide interface and mobile inversion layer

charges, zi is the position of traps from the interface, T is the temperature, m∗ is the

effective electron mass, N2D is the interface trap density, ε̄ = εSi+εox

2
is the average of

Si and oxide dielectric constants, h̄ is Plank’s constant and F (z, zi, T ) is the scattering

rate [168]. The 2-D scattering rate is obtained from Fermi’s Golden Rule and yields

(9.5)

F (z, zi, T ) =
∫ π/2

α=0

(
1− q2

sc

q2
sc + 8m∗kBT

h̄2 sin2α

)
·exp

−2(z − zi)

√
q2
sc +

8m∗kBT

h̄2 sin2α

 dα,

(9.5)

where α is the scattering angle and qsc is the screening factor obtained from the

inversion layer density, Ninv, and average depth of the inversion layer, Zav, as in

qsc =

√
q2Ninv

εSiZavkBT
. (9.6)

The amount of screening and thus scattering depends on the gate bias since the

inversion layer density and Zav changes with voltage. The Ninv is approximated as

(9.7)

Ninv =
COX

q
·
[
VG − VT − 2kBT ·ln(1 +

VG − VT

2kBT
)− C2

OX ·(VG − VT )2

2εSi·qNpoly

]
, (9.7)

with COX as the oxide capacitance, and Npoly is the poly-gate doping. The second

term in (9.7) is due to the inversion layer capacitance and the third term represents

the effect of poly-depletion [169].
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The average inversion layer depth, considering the quantum effects, is calculated

from

Zav =

[
9εSi(2πh̄)2

16π2m∗qQtot

]1/3

, (9.8)

where Qtot is a sum of depletion (QD) and inversion layer charges (Qinv = qNinv)

Qtot =
(
QD +

11

32
qNinv

)
, (9.9)

and QD = COX ·
(
VT − VFB − 2kBT

q
ln(NA

ni
)
)

[169].

The effective mobility is taken as µEff = 32500·E−1/3
eff where Eeff is the effective

vertical electric field in the channel, given by Eeff = QD+Qinv/3
εSi

[169]. The drain

current, ID,Lin can be found from (9.10)

ID,Lin =
VD

RSource + RDrain(time) + RChannel(VG, time)
, (9.10)

The RChannel depends on the VG and NIT with

RChannel(VG, time) =
(

W

L
·µT ·Qinv

)−1

. (9.11)

The average channel and source/drain doping densities and oxide thickness are ob-

tained from process files of the MOSFETs. The RSource,Drain are extracted from

experimental ID − VG after calibrating the model without any degradation. The

RSource is assumed to be constant over time whereas RDrain increases due to NIT .

The interface traps deplete the region underneath the spacer and thus increase the

path the electrons flow. The increase in path leads to higher drain resistance. The

time-dependence of ∆RD is taken to be the same as NIT (=t0.5).

The µT contains the voltage and NIT (from (9.3)) dependences. The Qinv also

has a voltage dependence from (9.7). When the measurement gate voltage, VG,m, is

low, but > VT , the inversion layer density and its screening of interface traps are

smaller [170]. Therefore, the µC is also low as in Fig. 9.13. The total mobility, from

(9.3), is reduced due to µC (µT < min(µEff , µC)). At low VG, total degradation is

less sensitive to RDrain because the RChannel dominates. As the VG is increased, the

screening increases. Although the µEff decreases due to surface scattering, the overall
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Fig. 9.13. At low measurement voltage, VG,m, the reduction in total
mobility is higher since the screening of inversion layer is less. As VG,m

increases, so does screening and drain resistance degradation becomes
more important compared to channel resistance degradation.

impact of interface traps on the total mobility is less at higher gate voltages. Since the

channel resistance at this condition is lower, the MOSFET is affected more due to the

degradation in RDrain. Fig. 9.14 shows the degradation in transconductance (= dID

dVG
)

extracted from experimental data. In accordance with the theory, the degradation is

higher at lower VG because of smaller screening. For higher VG, the trend in µEff

dominates with a reduced contribution from the interface traps.

When ID degradation measured at a lower VG,m is considered as in Fig. 9.15, the

time-exponent of power-law is higher than the one measured at VG,m = 1.8V . This

is in good agreement with the ICP (NIT ) exponent (n=0.56 in Fig. 9.1). This result

also confirms that the impact of interface traps are felt more at lower VG,m.
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9.3.2 Location of damage

Although Fig. 9.15 shows that ID degradation is more sensitive to interface traps

at low VG,m, it is not clear why measurements at different VG have different time-

exponents, i.e., n=0.28 at VG,m=1.1V and n=0.51 at VG,m=1.8V. Fig. 9.16 compares

two scenarios, simulated by the analytical model. The interface trap generation was

assumed to take place only in the channel. In other words, the interface traps affect

only the RChannel in (9.10); the RDrain(t) = RDrain(0) is taken as a constant. The

magnitude of the degradation for lower VG is higher but the time-exponents, which

are close to the NIT exponent (n=0.5), are nearly the same for the two voltages. This

problem of RChannel-only degradation not explaining the experimental observation

can be solved if the location of HCI damage is considered. As discussed earlier,

there can be substantial interface trap generation underneath the spacer, outside

the channel region. However, the degradation in drain resistance does not strongly

depend on gate bias (VG,m), so the time-exponents and magnitudes of ID degradation
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at two measurement voltages are nearly the same as in Fig. 9.17 if only RDrain is

considered. The degradation was taken to be only underneath the spacers, the channel

resistance in (9.10) is assumed to be constant. The generation of interface traps

underneath the spacer region leads to depletion having width WD. The depletion

region is approximated to have a semi-circular shape as in Fig. 9.18. The WD

increases with time assuming qπW 2
D(t)ZND = qNIT (t)2WDZ where Z is the width

of the MOSFET and ND is the drain doping. The channel electron have to follow a

longer path around the depleted region, therefore the drain resistance increases. The

time-exponents are higher than that of NIT (n=0.5) since ∆RDrain is significantly

smaller than RDrain(t = 0) and RDrain = RDrain(t = 0)+∆RDrain changes appreciably

only at later times in Fig. 9.19. Therefore only RDrain is not satisfactory to explain

the experimental trends and this suggests that both RDrain and RChannel variations

should be considered simultaneously.
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Fig. 9.20 and 9.21 show experimental degradation and ICP characteristics of a

MOSFET stressed at VG = VD = 1.8V . The CP measurement voltages were chosen

such that only the channel region is probed. The MOSFET is stressed at lower

voltages to slow down the dynamic evolution of degradation. It is observed that

although the interface traps in the channel do not increase, the degradation in ID is

still present and the time-exponents measured at two voltages are nearly the same.

This can be explained by the help of Fig. 9.17: the degradation (Fig. 9.20) is mainly

underneath the drain at this stress condition. The CP (Fig. 9.21) begins to increase

later in stress which is a sign of channel degradation.

9.3.3 Dynamic evolution of damage region

In the literature, it has been proposed that the degradation starts underneath

the spacer, and slows down as schematically shown in Fig. 9.22 [140], [141]. During

the saturation of RDrain degradation, channel resistance begins to increase due to

interface traps. Using the analytical model, this NIT evolution is implemented. The
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to increase at later stages (t > 100sec).

channel and drain resistances change as shown in Fig. 9.23: the drain resistance

increases first, then saturates. The interface trap build-up in the channel starts at

later stage. The ID degradation as a function of measurement VG is shown in Fig.

9.24. At earlier times where RDrain is dominant, the degradation increases with VG

for a particular time. This is because the RChannel decreases with VG and degradation

in RDrain becomes more effective on ID. At later stages, the drain resistance saturates

and channel resistance begins to increase. The RChannel strongly depends on the gate

bias because of the screening. As a result, the ID degradation is more pronounced

at lower measurement VG. Under this NIT evolution, the overall time-dependence of

ID degradation is shown in Fig. 9.25. Although approximate, the analytical model

captures the time-dependence and magnitude trends of experimental degradation.

The measurement at lower VG,m predicts a higher time-exponent than VG,m = 1.8V .

The time-exponents of both cases are lower than that of NIT , but this can be due to

the initial extraction of drain and channel resistances, and the specific increases in

these components.
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The ID degradation is correlated to interface traps at lower measurement VG and

high VG involves screening of inversion layer carriers. The analytical model captures

experimental degradation trend only by means of the aforementioned spatial evolution

of interface traps. The results confirm that the degradation first starts underneath

the spacer, then evolves towards to channel. The dynamic behavior leads to unique

time-dependence which cannot explained by considering drain or channel degradation

individually.

9.4 Summary

The time-dependence of interface trap generation and its impact on MOSFET ID

are investigated by stress and recovery characteristics. In order to obtain the intrinsic

time-dependence, a set of recovery, temperature dependence, and voltage dependence

experiments were performed. It was seen that interface traps and ID degradation

can be correlated if the latter measurements are done at lower voltages because the

screening of inversion layer carriers are supressed. The location of HCI damage, and

it dynamic evolution, also affects the time-dependence. This dynamic behavior from

spacer to channel degradation is captured in an analytical model.
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10. RECOMMENDATIONS

In this thesis, the time-dependence of NBTI and HCI degradation mechanism were

discussed. It is desired that this work contributes to the present knowledge and

provide insights for future studies. From the context of this work, several topics of

interest can be found. This section aims to suggest some of these directions for future

research.

The time-dependence of degradation is a consequence of hydrogen diffusion in

the R-D model. On the other hand, the voltage and temperature dependences are

encapsulated in the phenomenological parameters, kF,R and Dhydrogen. The physical

mechanism are not exactly known or characterized but rather represented as reaction

rates. Particularly for HCI, the parameter kF needs to be investigated, e.g., how the

energetic carriers can break chemical bonds. The voltage and possible temperature

dependences can be quantified better if a deeper understanding can be obtained.

Besides degradation, recovery is another puzzling phenomena. Experimental and

theoretical recovery trends do not agree well for both NBTI and HCI. With the ultra-

fast setup, it was observed that both mechanisms have log(time) behavior. Although

the fractional recovery can be captured by theory, the time-dependence is not well

understood. Mechanisms on top of hydrogen passivation can be studied to resolve

this issue. Furthermore, for HCI, the temperature dependence is the opposite of

experimental results. The theory needs to account for this as well.

Due to scaling requirements, the technology is evolving faster into MOSFETs with

strain and high-k dielectrics. The strain generally improves the MOSFET character-

istics however it can also affect the damage mechanism through kF , thus change the

magnitude of degradation. Therefore an optimization of performance vs. reliabil-

ity is possible. In terms of high-k dielectrics, due the presence of interfacial oxide

layer, the NBTI and HCI mechanisms are likely to be dominated by interface traps.
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Nevertheless, the trapping/detrapping can add up to the interface degradation, so

modifications to the R-D framework might be needed.

Scaling also shrinks MOSFET dimensions, i.e., channel length and width. Given

the active area of such ultra-scaled devices, there can be few interface traps in a

MOSFET. The theoretical approach outlined in this thesis, i.e., characterized by rate

and diffusion equations cannot be applicable for individual MOSFETs. Statistical

behavior due to finite number of defects and their impact on device behavior can be

studied by Monte Carlo approach. This method can be useful for both degradation

and recovery.

The geometry-dependent R-D model discusses the implications of the standard

theory. According to the geometry dependence, the MOSFET dimensions (particu-

larly width) need to be scaled shorter than 20nm. Because the current technology

MOSFETs are still larger than those, experimental evidence for this effect does not

yet exist. As the scaling goes on, the geomety effect can be checked experimentally

and correlated to the R-D model.

Finally, for circuit-level degradation, combined effects of NBTI and HCI can be

considered. Because HCI is prominent during the transitions, the signal shape can

directly affect the degradation. NBTI can delay the signal over time, thus shifting the

maximum HCI condition. The transitions depend on path the signal follows in the

circuit. Therefore accurate modeling needs to consider quasi-static activity, including

the degradation in the previous stage. Similarly, recovery trends and its contribution

to the signal behavior can be implemented.
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11. SUMMARY

MOSFET degradation due to NBTI and HCI are studied for the purpose of developing

compact reliability models of VLSI circuits. Starting from the microscopic mecha-

nisms, transistor-level NBTI models are implemented by using the Reaction-Diffusion

(R-D) framework. Stress, recovery, AC stress, saturation dynamics, the role of dif-

fusing hydrogen species and implication for future generation FETs are discussed.

Then, compact models for MOSFET and circuit degradation are presented.

The investigation of HCI degradation is performed using a similar approach to

the NBTI case. Experimentally calibrated process, device, and hot carrier simulation

tools work in tandem to obtain HCI-specific degradation metrics. The HCI for short

channel MOSFETs stressed at lower voltages is characterized. The conflicted issues

in the literature are summarized and resolved by joint use of powerful experimental

and theoretical studies. After identifying degradation mechanisms, the HCI damage is

correlated to interface traps at those operating conditions. The interface trap behavior

for short channel MOSFETs stressed under realistic conditions can be explained by

the expanding the geometry dependence of the R-D model.

Lifetime extrapolation, being strongly dependent on time-dependence of degrada-

tion, of MOSFETs and circuits can be facilitated by the Reaction-Diffusion Frame-

work for both NBTI and HCI based on the role of interface trap generation. The

time-dependence can be affected by a myriad of physical processes during stress and

recovery. These additional mechanisms, explored through experiments and theory,

are incorporated into the R-D model. Present day CMOS technologies with given

operating conditions can possibly benefit from such an approach which is suitable for

integrating reliability into the device and circuit development stages.
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A. APPENDIX

A.1 Numerical Implementation of H −H2 Model

To understand the implications of H − H2 dynamics on NBTI degradation, the

numerical model that incorporates both hydrogen species, their mutual coupling and

the exchange with Si−H bonds at the interface is developed. The diagram in Fig. 2.4

illustrates how the device domain is discretized and the simulations are implemented.

At the interface, the NIT term is coupled only to the N
(0)
H term according to (2.1).

The atomic hydrogen, once free from the interface, can diffuse away or gets converted

into H2 as in (2.8). Similarly, H2 can also diffuse or dissociates into two Hs. Notice

that H2 cannot be generated directly from the Si − H breaking. Time-dependent

Newton-Raphson method is used to construct the Jacobian matrix which is given

schematically as


n

(M)
H2

· · · ·
...

. . .
...

· · · · n
(0)
H2




c
(M)
H · · · ·
...

. . .
...

· · · · c
(0)
H


·
...

·


c
(M)
H2

· · · ·
...

. . .
...

· · · · c
(0)
H2




n

(M)
H · · · ·
...

. . .
...

· · · · n
(0)
H


·
...

aBC

· · · · · · · · · · · · · · · aG−A (nIT )


The molecular and atomic hydrogen blocks which are represented as nH2 and nH terms

in the matrix constitute the diffusing species. The conversion reactions between the

H2 and H are shown by coupling blocks (cH2 and cH from (2.14)). The trap generation

and annealing reaction in (2.1) is inserted into the aG−A term along with the interface
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trap density (nIT ) term. Finally, to conserve the hydrogen and trap densities in

the simulation, a boundary condition is implemented through the term aBC . The

boundary condition is obtained from rate at which hydrogen changes at the Si/oxide

interface [96], [54]. Implementing box integration at the interface gives

∆

2

dNH

dt
= Jinward − Jaway (A.1)

where ∆ is the grid spacing of the discretization in the domain, Jinward is the flux

of H towards the Si/oxide interface, and Jaway is the flux in the opposite direction.

The Jinward is simply the interface trap generation term, dNIT /dt, from breaking of

Si − H bonds and generating atomic H. The Jaway encapsulates the diffusion of

the hydrogen species, H and H2, and their mutual conversion terms from (2.14).

Therefore the overall boundary condition can be written as

∆

2

dNH

dt
=

dNIT

dt
+ JH + 2 · JH2 + kH2NH2 − kH1N

2
H . (A.2)

The J represents the flux of the diffusing hydrogen species, i.e.,

JX = DX
dX

dy
(A.3)

and the flux of H2 is multiplied by 2 in (A.2) since a molecule contains two H atoms.

A.1.1 Simulation Parameters

Throughout the simulations, the following parameters were used: kF = 10−4sec−1,

kR = 8x10−9cm3/sec, kH1 = 10−5cm3/sec, kH2 = 10−1sec−1, DH2 = 4.0x10−17cm2/sec,

DH = 2.8x10−17cm2/sec, T = 125oC. The time-dependence(time-exponents) of the

degradation are independent of the parameters used above, they will only modify the

magnitude of the degradation or shift in time. Since we are not fitting any particular

experimental data in this work, these parameter values were taken to be estimates of

corresponding physical mechanisms.



151

A.2 Diffusion length analysis

In deriving (4.5-4.7), the hydrogen concentration at the Si/oxide interface, N
(0)
H ,

is assumed to be the same everywhere including the edges and corners. In reality, this

may not be correct, however the results will only contain terms with minor scaling

constants if the exact relations are to be obtained.

A.2.1 Planar MOSFET

Starting from the integral relation for the general case:

NIT (t) =
1

W ·L

∫
N

(0)
H (r)d3r. (A.4)

The volume occupied by the hydrogen profile contains the rectangular, cylindrical

and spherical sections as in (A.5)

NIT (t) =
1

W ·L
{
∫ λD

0
N

(0)
H (1− y√

DHt
)W ·L·dy +

1

2

∫ λD

0
N

(0)
H (1− r√

DHt
)2πr·L·dr +

1

2

∫ λD

0
N

(0)
H (1− r√

DHt
)2πr·W ·dr +

1

2

∫ λD

0
N

(0)
H (1− r√

DHt
)4πr2·dr}

= N
(0)
H ·{

WLλD

2
+

πλ2
D(L + W ) + πλ3

D

6
(A.5)

Using

NIT N
(0)
H =

kF N0

kR

. (A.6)

We obtain the following compact form for planar MOSFETs

NPL
IT (t) =

√
kF N0

W ·L·kR

[
WL·(DH ·t)1/2

2
+

π(L + W )(DH ·t) + π(DH ·t)3/2

6
]1/2. (A.7)
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A.2.2 Triple-gate MOSFET

The diffusion contains 1-D portions for the top and side-gates and 2-D components

at the corners of the Si-body

NIT (t) =
1

3W
{2
∫ λD

0
N

(0)
H (1− x√

DHt
)W ·dx +∫ λD

0
N

(0)
H (1− y√

DHt
)W ·dy +

1

2

∫ λD

0
N

(0)
H (1− r√

DHt
)2πr·dr}+

= N
(0)
H ·{

1

2
·(λD +

πλD

9W
)}. (A.8)

From (2.6), the substitution gives

NTRI
IT (t) =

√
kF N0

2·kR

[(DH ·t)1/2 +
π(DH ·t)

9W
]1/2. (A.9)

A.2.3 Cylindrical MOSFET

The hydrogen profile is written in cylindrical coordinates and the integral becomes

NIT (t) =
1

2πR·L
{
∫ R+λD

R
N

(0)
H (1− r −R√

DHt
)2π·rdr}+

= N
(0)
H ·{

(DH ·t)1/2

2
·(1 +

R

(DH ·t)1/2
)·(2R + (DH ·t)1/2)−

1

3
[R2 + R·(R + (DH ·t)1/2) + (R + (DH ·t)1/2)2]}. (A.10)

Similar to the planar case, using (2.6)

NCY L
IT (t) =

√
kF N0

R·kR

·{(DH ·t)1/2

2
·(1 +

R

(DH ·t)1/2
)·(2R + (DH ·t)1/2)−

1

3
[R2 + R·(R + (DH ·t)1/2) + (R + (DH ·t)1/2)2]}1/2. (A.11)

A.3 Reaction-Diffusion Model in 2-D and 3-D

The interface trap density and the hydrogen density in the oxide are solved simul-

taneously through a time-dependent Newton-Raphson iteration scheme [96]. In 1-D,
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the Jacobian matrix has only 2 off-diagonal entries. Additional off-diagonal pairs are

introduced for 2-D and 3-D solutions when implemented in Cartesian coordinates.

Cylindrical and spherical coordinates can also be incorporated with the appropriate

modification of the matrix elements. At the gate/oxide interface, infinite diffusion

velocity (DH = ∞) is assumed. The boundary condition at the Si/oxide interface

has to couple the trap density to the hydrogen density correctly and is very crucial

for proper convergence [96]. The derivations of the boundary equations for linear,

cylindrical and spherical coordinates are given below.

A.3.1 Boundary conditions for 1-D diffusion

The hydrogen diffusion satisfies

∂NH

∂t
=

∂F

∂x
, (A.12)

where the hydrogen flux is given as F = −DH
∂NH

∂x
. Using box integration at the

Si/oxide interface as depicted in Fig. A.1:

∂

∂t

∫ h/2

0
NH ·dx =

∫ h/2

0

∂F

∂x
·dx (A.13)

= F (atx =
h

2
)− F (atx = 0) = n̂1·F1 + n̂0·F0

= DH
∂NH

∂x
+

dNIT

dt
. (A.14)

Then the boundary equation for 1-D diffusion is obtained by (A.13)

h

2

∂NH

∂t
−DH

∂NH

∂x
− dNIT

dt
= 0, (A.15)

A.3.2 Boundary conditions for cylindrical coordinates

Writing (A.12) in cylindrical coordinates,

∂NH

∂t
= ∇·F =

1

r

∂rF

∂r
(A.16)
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Fig. A.1. (a)The simulation domain of the R-D model is discretized
uniformly from the Si/oxide interface to the gate. The first node is
the interface trap density term and the other nodes are the hydrogen
density in the oxide. (b)The form of the Jacobian matrix used in
the time-dependent Newton-Raphson iteration. The matrix contains
the diffusion block for hydrogen and the interface trap block. The
chemical reaction and the boundary condition terms provide the cou-
pling between the two blocks for simultaneous solution. The hydrogen
block is tri-diagonal in 1-D implementation. (c)Box integration is per-
formed at the Si/oxide interface to obtain the boundary equations.
The nodes numbered 0-M represent the gate oxide. F0 and F1 are the
hydrogen fluxes; n0 and n1 are the normal vectors at the interface.

and when the box integration is applied∫ r0+h/2

r0

∂NH

∂t
2πr·dr =

∫ r0+h/2

r0

1

r

∂(rF )

∂r
2πr·dr

= π(2r0 +
h

2
)·h

2
·∂NH

∂t

= 2π[(r0 +
h

2
)·F (atr = r0 +

h

2
)− r0·F (atr = r0)]

= 2π[(r0 +
h

2
)·DH

∂NH

∂r
+ r0·

∂NIT

∂t
, (A.17)

and the boundary equation becomes

h

2

∂NH

∂t
− 2(r0 + h/2)

2r0 + h/2
·[DH

∂NH

∂r
− r0

r0 + h/2

dNIT

dt
] = 0 (A.18)
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A.3.3 Boundary conditions for spherical coordinates

The box integration is performed in spherical domain, so

∂NH

∂t
= ∇·F =

1

r2sinΘ
[sinΘ

∂r2F

∂r
] =

1

r2

∂r2F

∂r
(A.19)

∫ r0+h/2

r0

∂NH

∂t
4πr2·dr =

∫ r0+h/2

r0

1

r2

∂(r2F )

∂r
4πr2·dr (A.20)

= [(r0 +
h

2
)2·F (atr = r0 +

h

2
)− r2

0·F (atr = r0)]

= [(r0 +
h

2
)2·DH

∂NH

∂r
+ r2

0·
∂NIT

∂t
, (A.21)

∫ r0+h/2

r0

∂NH

∂t
r2·dr = (3r2

0 +
3hr0

2
+

h2

4
)·h

2

∂NH

∂t
(A.22)

Combining (A.19) and (A.22) results in

h

2

∂NH

∂t
− 1

r2
0 + hr0

2
+ h2

12

·[(r2
0 + h/2)2·DH

∂NH

∂r
+ r2

0

dNIT

dt
] = 0 (A.23)

A.4 Quantities of Bond-breaking and Annealing Reactions

In analytical derivation of the R-D time exponents, dNIT /dt term is assumed to

be negligible compared to dissociation and annealing reactions. Numerical simula-

tions solves the coupled equations, there is no assumption. Fig. A.2 shows that the

assumption is justifiable for the analytical calculations.

A.5 Charge Pumping

A. Basics of Charge Pumping Technique

Charge pumping technique presents a novel methodology to characterize interface

damage after NBTI and HCI. This technique utilizes recombination of electron and

holes at interface states and thus monitors the trap density at Si/oxide interface.
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Fig. A.2. The components of (2.2), obtained from the numerical sim-
ulation. dNIT /dt term is negligible compared to the bond-breaking
and annealing terms in the diffusion-dominated regime.

Fig. A.3. Charge pumping measurement setup. The MOSFET is
biased in inversion and accumulation and the charge pumping current
is monitored at the substrate.



157

Fig. A.4. (a) Minority carriers from the source and drain fill the
interface traps during inversion (NMOS). (b) During accumulation,
majority carriers from the substrate recombine with the trapped car-
riers and contribute to the charge pumping current.

Fig. A.3 shows the experimental setup for the charge pumping measurements. The

gate is pulsed so that the MOSFET goes through accumulation and inversion. The

source and drain can be reversed biased slightly, with respect to the substrate. When

the MOSFET is inverted, the minority carriers injected from the source and drain

populates the channel as well as the interface states as in Fig. A.4(a). If the gate

is quickly pulsed towards accumulation, these minority carriers can quickly leave

the channel, flowing back to the source and drain. However, a fraction of the carriers

remain trapped at the interface states if the transition from inversion to accumulation

is fast. During accumulation, majority carriers from the substrate flow to the channel

and recombine with the trapped minority carriers (Fig. A.4(b)). The charge pumped

to the interface traps at each pulse is

Qcp ∝ q · AG ·NIT , (A.24)

where q is the electronic charge and AG is the gate area. To be more accurate, the

NIT term is an integrated quantity; the distribution of the interface states in energy
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Fig. A.5. (a) Charge pumping current increases as the amplitude
increases for a fixed-top-level pulsing. After the entire voltage range
is probed, the current saturates. (b) Similar behavior is observed
when the base-level fixed and the top level is increased.

need not be uniform, thus NIT =
∫

DIT (E)dE, where DIT is expressed in cm−2/eV .

The charge pumping current is then proportional to the interface trap density NIT

as in (A.25),

Icp ∝ q · AG · f ·NIT , (A.25)

with f being the pulse frequency. This current can be monitored at the substrate.

Alternatively, the source or drain current can be measured instead of the substrate

current [171], [172]. Ideally, the two currents are the same in magnitude and reflect

the interface trap density. Several variations of the charge pumping measurements

can be performed to obtain the interface trap density. The first type is keeping either

the low or high level of the gate pulse and varying the other level. Fig. A.5(b)

shows the qualitative picture: When the top level of the gate pulse, VG,T , exceeds

the local threshold voltage (VT ), the channel is inverted. Similarly, accumulation is

reached when the low level of the gate pulse, VG,L, is less than the flatband voltage

(VFB). By keeping the top level fixed and varying the amplitude, the pulse probes
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the interface states distributed from VT to VFB. For low amplitudes, initially, the

ICP is small since only a small range of energies for DIT (E) in the Si bandgap is

sensed. As the low-level of the pulse passes local VFB, the maximum energy range is

probed and the charge pumping current saturates as in Fig. A.5(a). Similarly, the

other type of this technique keeps the base-level of the pulse fixed and sweeps the

top-level. As the top-level scans the energies from VFB to VT , the ICP increases and

saturates. Theoretically, both fixed-level, variable amplitude measurements saturate

at the same level. However, anomalies can be observed experimentally and slight

increase in ICP can exist during that saturation region [165]. A third method is to

keep the amplitude of the pulse fixed and varying the base-level of the pulse. This

method also scans the energies of the interface states, similar to the aforementioned

methods. Fig. A.6. When both VG,L and VG,H are outside the range of VFB-VT , the

charge pumping current is zero. As the base-level is increased, the top-level can exceed

VFB, thus begins to probe the interface states in the bandgap and ICP increases.

When VG,L < VFB and VG,H > VT , all the energy levels in between are pumped so

ICP reaches its maximum and saturates. If the base voltage is further increased, then

VT > VG,L > VFB and ICP starts to decrease. Eventually, if VG,L > VT , the pulse is

outside the DIT (E) range and ICP again drops to zero.

B. Spatial Profiling of Interface Traps

The methods mentioned in the previous section are suitable for extracting NIT

for uniform degradation over the channel. In hot carrier damage, the degradation is

often localized near the drain of the MOSFET due to the lateral electric field peaking.

This localized damage alters the local VFB and VT near the drain. In this case, it

is of great interest to determine the spatial variation of the interface degradation.

However, during HCI, interface trap generation is usually accompanied by charge

injection into the oxide and generation of bulk oxide traps (NOT ). These defects also

change the local threshold and flat-band voltage, making the extraction of spatial
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Fig. A.6. (a) Charge pumping current increases initially as more of
the interface traps are sensed by increasing base-level, then current
saturates when the top level exceeds the local threshold voltage. As
the base level increases further and becomes higher than the flatband
voltage, the current begins to decrease and after passing the threshold
voltage, no current is measured. (b) Fixed amplitude, variable base-
level measurement probes the available interface trap range similar to
the variable amplitude methods.

interface trap distribution difficult [173]. One of the spatial profiling methods makes

use of variable-amplitude technique for both fixed-base and fixed-top level cases in

order to cancel the bulk oxide trap contribution [138]. Fig. A.7 schematically shows

the experimental procedure in the presence of localized damage near the drain of an

NMOSFET. Due to the source and drain diffusions, the local VFB and VT roll off

near the junctions. The hot carrier damage from the interface and bulk traps cause

changes in the VFB and VT near the drain.

For a virgin device, if pulses with fixed top-level and variable amplitude are applied

to the gate, then the charge pumping current is proportional to the interface trap
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Fig. A.7. For a MOSFET, local threshold and flatband voltages
change along the position. Variable-amplitude, fixed top and fixed
base-level measurements scan different portions of the channel and
spatial interface trap density can be extracted.

density in the channel outside the source and drain depletion regions since VFB is less

than VG,L towards the junctions.

Icp(Vbase) = q ·WG · f ·
∫ y1

−y1

NIT (y)dy, (A.26)

where WG is the gate width, y is the distance along the channel and VFB(y1) = Vbase.

Similarly for fixed-base, variable amplitude pulses on an unstressed device, the regions

near the source and drain junctions can be probed initially since VT > VG,H towards

the mid-channel; so

Icp(Vtop) = q ·WG · f · [
∫ −y1

−ym

NIT (y)dy +
∫ ym

y1

NIT (y)dy], (A.27)

with VT (y1) = Vtop and VFB(ym) = Vbase,min.

After degradation, the local VFB and VT are changed because of the NIT and NOT

near the drain. The charge pumping current of (A.26) becomes

Istressed
cp (Vbase) = q ·WG · f · [

∫ 0

−y1

NIT (y)dy +
∫ y1,s

0
NIT,s(y)dy], (A.28)
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and (A.29) can be rewritten as

Istressed
cp (Vtop,s) = q ·WG · f · [

∫ −y2

−ym

NIT (y)dy +
∫ ym

y1,s

NIT,s(y)dy], (A.29)

where NIT,s is the interface trap density after degradation, VT,s is the local threshold

voltage after stress, VFB,s(y1,s) = Vbase, VT,s(y1,s) = Vtop,s, VT (y2) = Vtop,s, VFB,s(ym) =

VFB(ym) = Vbase,min since it is assumed that VFB distribution is not affected by the

interface and oxide traps at ym deep inside the junction.

The change in base-level charge pumping current is

∆Icp(Vbase) = Istressed
cp (Vbase)− Icp(Vbase) ∼= q ·WG · f ·

∫ y1,s

0
NIT (y)dy, (A.30)

where ∆NIT (y) is the interface trap density generated during stress. The assumption

is that
∫ y1,s

0 ∆NIT (y)dy �
∫ y1,s

y1
NIT (y)dy due to the fact that at a given Vbase, y1,s �

|y1,s − y1| and ∆NIT (y)� NIT (y) for significant damage.

For the top-level charge pumping, similarly,

∆Icp(Vtop,s) = Istressed
cp (Vtop,s)− Icp(Vtop,s) ∼= q ·WG · f ·

∫ ym

y1,s

∆NIT (y)dy. (A.31)

Again the assumption is
∫ ym

y1,s
∆NIT (y)dy �

∫ y1,s
y2

NIT (y)dy. From (A.30) and (A.31),

∆Icp(Vtop,s) + ∆Icp(Vbase) = ∆Icp,max(Vtop,max, Vbase,min) = q ·WG · f ·
∫ ym

0
∆NIT (y)dy.

(A.32)

From (A.32), if ∆ICP and Vbase are known, Vtop,s can be extracted after the degrada-

tion.

After the degradation at the interface and bulk oxide, the local threshold and

flat-band voltages can be written as

VT,s(y) = VT (y)− q∆NOT (y)

Cox

+
q∆NIT (y)

2Cox

(A.33)

and

VFB,s(y) = VFB(y)− q∆NOT (y)

Cox

− q∆NIT (y)

2Cox

, (A.34)

where Cox is the oxide capacitance. Subtracting (A.34) from (A.33) for y = y1,s

Vtop,s − Vbase = VT (y1,s)− VFB,s(y1,s) +
q∆NIT (y1,s)

Cox

(A.35)
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cancels the bulk oxide trap portion and yields a relationship for the interface trap

density. Vtop,s can be extracted from (A.32), so the left side of (A.35) can be obtained.

By measuring pre-stress ICP for identical MOSFETs with different channel lengths

(Lch) and plotting ICP vs. Lch gives NIT which then can be used to determine VFB

and VT vs. y. Vbase vs. y1,s relationship can be deducted from (A.30) and employing

(A.35), spatial distribution of the interface traps can be profiled.

In order this method be useful, the VFB and VT profiles of the MOSFET must

be monotonic, i.e., there should not be local peaks or dips in the profiles. Since this

strongly depends on the doping profiles, features such as halo can limit this technique.

A.6 Multi-frequency Charge Pumping (MFCP)

This technique is a variation of the conventional charge pumping, however, it

is utilized to measure the bulk oxide traps NOT in addition to the interface traps

NIT , therefore discussed as a separate method. From (A.25), the charge pumping

current, ICP is a function of measurement frequency. The charge pumped per cycle

is QCP = ICP /f is constant according to (A.25), however experimental ICP actually

increases with decreasing measurement frequencies [174], [175]. The reason for this is

the bulk oxide traps which can contribute to the charge pumping current (ICP,tot =

ICP,NIT
+ ICP,NOT

) at low frequencies. The bulk traps can communicate with the

channel by means of tunneling in and out if sufficient time is allowed during charge

pumping pulses.

Assuming first order dynamics, the trapped charge in the bulk oxide defects can

be written as
∂

∂t
ρOT (E, x, t) = −ρOT (E, x, t)

τT (E, x)
(A.36)

where ρOT is the density of trapped charge per unit area (in units of cm−2eV −1), E,

x, t are energy, distance into the oxide and time, respectively. τT is the tunneling

time from a trap at energy E and position x. The tunneling time is given by

τT (E, x) ≈ τ0e
αi·x (A.37)
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where τ0 is the tunneling time constant and αi is attenuation constant for the ox-

ide derived quantum mechanically [176]. The charge coming from bulk traps at a

particular frequency is

Qcp,NOT
= qAG

∫ xox

xmin

NOT (x)

[
1− exp

(
−1

fτT (E, x, t)

)]
dx (A.38)

with AG being the area of the gate and xox is the oxide thickness. Here, single

energy level ET for the traps is assumed so that ρOT = NOT (x)·δ(E − ET ) (NOT

in cm−3). The term (1 − exp
(

−1
fτT (E,x,t)

)
) is derived from (A.36) and represents the

charge detrapped from oxide defects. It can be taken out of the integral by defining

the maximum position at which trapped carriers can respond to the pulse frequency

from (A.37), i.e.,

xm(f) =
1

αi

ln(
1

fτ0

). (A.39)

Then the integral becomes

Qcp,NOT
= qAG

[
1− exp

(
−1

fτT (E, x, t)

)] ∫ xm(f)

xmin

NOT (x)dx (A.40)

where the traps positioned at xmin < x < xm can follow the charge pumping pulses

and the traps at x > xm are empty. Finally, the vertical profiling of the bulk traps

can be extracted from
∂Qcp,NOT

∂log(f)
∝ −2.3AG

αi

NOT (xm) (A.41)

with the help of (A.41). Figures A.8 and A.9 show experimental QCP (per cycle) vs.

loge(frequency) for two stress conditions, VG = VD = 2V and VG = VD = 2.7V

(presented in Fig. 8.5). The bulk trap density is calculated from the slope of the line

for each time step. In the higher stress voltage condition, the slope increases clearly

over time. Also, the magnitude of QCP is significantly higher than the lower stress

case.

A.7 Direct Current IV (DCIV) Technique

DCIV method can also be used to profile spatial interface traps distribution in

the channel of a MOSFET [139]. Fig. A.10 shows the schematic of the technique on
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Fig. A.8. MFCP data for an NMOSFET, L=0.16µm, stressed at
VG = VD = 2V . The magnitude of QCP increases over time however
the slope of QCP vs. loge(frequency) does not have a clear trend.
Therefore the extracted bulk trap generation is negligible. The mea-
surement frequencies are 5, 10, 50, 100, 500 KHz, 1 and 2 MHz.

an NMOSFET. The gate is biased at flat band condition and the source-substrate

junction is forward biased to inject minority electrons into the channel. The drain-

substrate junction is reverse biased to form a depletion region near the drain. Holes

from the substrate can recombine with the electrons provided by the source at the

interface traps distributed over the channel. Due to the depletion, the region near the

drain prevents electron-hole recombination. As the drain voltage is changed, so does

the depletion width, so effectively, the recombination area is modified. As a result,

the substrate current, which supplies the holes for recombination, changes with drain

voltage. This principle can be used to profile the interface trap distribution in the

channel region since the depletion region blocks the drain junction.

The substrate current can be obtained as

IB = qWG

∫ L−X

Xs

NIT (X)·RS(X,Vgb, Vsb)dX (A.42)
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Fig. A.9. MFCP data for an NMOSFET, L=0.16µm, stressed at
VG = VD = 2.7V . The slope of QCP vs. loge(frequency) increases
over time, signaling NOT generation.

Fig. A.10. By changing the drain bias and thus depletion region
width, the channel area over which the electrons from the source and
holes from the substrate recombine can be modified and interface trap
profiling can be performed. After [177].
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where WG is the channel width, X is the depletion width, L is the metallurgical

channel length, RS is the SRH recombination rate per unit interface trap density [139],

Vgb and Vsb are the gate-substrate and source-substrate voltages [177].

The interface trap density is then obtained by

NIT (X) = −(qWGRS(X, Vgb, Vsb))
dVdb

dX

dIb

dVdb

(A.43)

with Vdb being the drain-substrate voltage. dVdb

dX
can be extracted from device simu-

lation or from analytical expressions [178].

A.8 Ultra-fast Measurement Technique

As it is discussed previously, the degradation due to NBTI and HCI can recover

when the stress voltage is reduced because the dangling Si bonds can be annealed.

The recovery can be captured via experimental techniques such as charge pumping

or ID − VG, however these procedures have inherent delay, i.e., the measurement can

take milliseconds to minutes for conventional characterization equipment. Therefore,

the measurement results might not be accurate since the intrinsic stress and recovery

behavior is masked by the measurement itself.

To circumvent this issue, ultra-fast measurement techniques have been developed

[14], [35]. The time resolution of these setups can go down to microseconds and thus

minimizes the measurement delay issue. Fig. A.11 shows the experimental setup.

The op-amp acts as a current-to-voltage converter. The output voltage of the op-

amp can be sampled with high resolution in time by fast acquisition systems, e.g,

analog-to-digital converter or digital oscilloscope. Due to the virtual ground principle

of the op-amp, the MOSFET current is forced through the amplifying resistor, RF ,

and generates the output voltage, VOUT = −ID·RF . Fig. A.12 shows the behavior of

the output voltage during stress and recovery schematically. When the MOSFET is

stressed, because of the degradation, the ID decreases over time. During recovery, the

degraded current improves. These trends are repeated over subsequent cycles. The

conventional (SMU) and ultrafast techniques are compared in Fig. A.13, Fig. A.14
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Fig. A.11. Degradation and recovery behavior of a MOSFET can
be measured more precisely with the ultra-fast setup. The op-amp
converts the MOSFET current to a voltage which can be read with
high time-resolution.
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Fig. A.13. Data from ultrafast (red) and conventional (SMU, black)
measurements overlap for NBTI stress. ID decreases due to degrada-
tion. Ultrafast technique can measure down to microsecond regime
whereas conventional SMU limited to millisecond resolution. The up-
per set is stressed at VG=-3V and the lower for -2.7V.

and Fig. A.15. Both data overlap for two different stress voltages and temperatures,

showing the accuracy of the ultrafast setup. The conventional method is limited to

1 ms while ultrafast can measure down to µs resolution. This comparison confirms

that the ultrafast technique can measure accurately in shorter time scales.

Besides NBTI, the ultrafast technique can be useful for hot carrier degradation

because of it also recovers, although its magnitude is not as significant as the NBTI

case. The high resolution capture of the recovery can improve accuracy of the time-

exponent during stress and the amount of recovery as well as providing a knob on

Si−H and Si−O bond breaking conflict [132], [120].
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Fig. A.14. Ultrafast measurement also in good aggrement with the
conventional method over different stress and recovery temperatures.
Stress was done at VG = −3V and recovery was measured at VG =
−1.1V . Measurements were done at separate devices which show ID

(or VT ) variations.
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Fig. A.15. Comparison of ultrafast and conventional techniques for
recovery where stress was done at two different voltages. VG for recov-
ery is -1.1V. The trends are similar: higher degradation (stressed at
VG = −3V ) recovers faster. The variations on ID is because separate
MOSFETs were used in the experiment.
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