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Abstract

Because object geometry varies at many scales, it
is often convenient to distinguish shape from texture.
While shape is a deterministic macroscopic description,
texture is a finer scale geometric description with some
repetitive or random component. The distinction be-
tween texture and shape is important when developing
object recognition systems. Acquiring fine scale ge-
ometry is difficult due to local occlusions and limited
resolution of imaging systems. Also, the complexities
in geometric detail make geometric modeling of tex-
ture particularly challenging. Consequently, appear-
ance is a convenient description for surfaces. A use-
ful integration may entail geometry-based recognition
for shape and appearance-based recognition for surface
detail. We discuss our work on investigating and mod-
eling surface detail using the framework of the BRDF
(bidirectional reflectance distribution function) and the
BTF (bidirectional texture function).

1 Introduction

In real world scenes, the interplay of light with the
complexities of object geometry produce our visual ex-
perience. Object geometry varies at many scales, so it
is often convenient to distinguish shape from texture.
While shape is a deterministic macroscopic description,
texture is a finer scale geometric description with some
repetitive or random component. For example, a tree
trunk has an approximately cylindrical shape, but the
trunk’s surface has a complex fine-scale geometry from
the covering bark. We use the word texture to de-
scribe the surface’s fine-scale geometry. To be more
precise, since the word texture has several meanings,
we can make the distinction between 2D texture and
3D texture. A color or albedo variation on a smooth
surface is termed 2D texture, while a fine-scale surface
height variation is termed 3D texture. Examples of 2D

texture are a checkerboard pattern or a leopard print;
examples of 3D texture are grass, foliage, gravel and
any rough surface.

The distinction between fine-scale geometry and
macroscopic geometry, i.e. the distinction between 3D-
texture and shape is important when developing object
recognition systems. Acquiring fine scale geometry is
difficult due to local occlusions and the resolution of
the imaging system. Also, the complexities in geomet-
ric detail make geometric modeling of 3D texture par-
ticularly challenging. Consequently, appearance is a
convenient description for surfaces. The appearance of
3D-textured surfaces varies dramatically with viewing
and illumination direction as exemplified in Figure 1,
so a robust recognition system should incorporate mod-
els of surface detail. A useful integration may entail
geometry-based recognition for shape and appearance-
based recognition for surface detail.

In this paper, we discuss our work on investigating
3D-textured surfaces. The work characterizes surface
appearance using the taxonomy of the BRDF (bidirec-
tional reflectance distribution function) and the BTF
(bidirectional texture function). In Section 2, we dis-
cuss our measurements of the BRDF and BTF which
comprise the CUReT database [6][7]. In Section 3, we
discuss existing models of the BRDF and model fits
using the CUReT data. Models of the BTF are rela-
tively new to the literature, and in Section 4 we dis-
cuss our recent work in BTF modeling. Application of
these models in texture synthesis and recognition are
discussed in Section 5. We conclude with implications
for combining geometry-based and appearance-based
recognition systems.

2 CUReT Database

Characterizing the appearance of real-world tex-
tured surfaces is a fundamental problem in computer
vision and computer graphics. Appearance depends on
view, illumination and the scale at which the texture
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Figure 1. Three images of the same plaster surface under different illumination and viewing directions.

is observed. At coarse scale, where local surface vari-
ations are subpixel and local intensity is uniform, ap-
pearance is characterized by the BRDF (bidirectional
reflectance distribution function). At fine scale, where
the surface variations give rise to local intensity vari-
ations, appearance can be characterized by the BTF
(bidirectional texture function). As a direct analogy
to the BRDF, we introduce the term BTF to describe
the appearance of texture under varying illumination
and viewing directions. Specifically, the BTF is image
texture as a function of the illumination and viewing
angles.

The goal of the CUReT database is to provide a
description both empirically and parametrically of a
large and diverse set of common surfaces. We present
a BTF database with image textures from over 60
different samples (see Figure 2), each observed with
over 200 different combinations of viewing and illu-
mination directions. The measurement methods in-
volved in the BTF database are conducive to a si-
multaneous measurement of the BRDF. Accordingly,
we also present a BRDF database with reflectance
measurements for over 60 different samples, each ob-
served with over 200 different combinations of view-
ing and illumination directions. A robotic manipula-
tor and CCD camera are employed in the measurement
procedure to allow simultaneous measurement of the
BTF and the BRDF of large samples (about 10x10cm).
Both of these unique databases are publicly available
(www.cs.columbia.edu/CAVE/curet) and have impor-
tant implications for computer vision and graphics.
Studying the dependence of 3D texture on viewing and
illumination directions is fairly new in texture research
[13][27][6][7] and with the availability of this database
there is an increased attention to the topic in the recent

literature [4][28][32][5].

3 BRDF Models

Although BRDF models have been widely discussed
and used in computer vision and computer graphics
[35][31][25][34][17][30][36][13][21], the BRDFs of a large
and diverse collection of real-world surfaces have never
before been available. Our measurements comprise a
comprehensive BTF/BRDF database (the first of its
kind) that is publicly available. Exactly how well the
BRDFs of real-world surfaces fit existing models has
remained unknown as each model is typically veri-
fied using a small number (2 to 6) of surfaces. Our
large database allows researchers to evaluate the per-
formance of existing and future BRDF models and rep-
resentations. As part of the CUReT project we fit the
BRDF measurements to two existing analytical repre-
sentations: the Oren-Nayar model [21][19] for surfaces
with isotropic roughness and the Koenderink et al. de-
composition [13] for both anisotropic and isotropic sur-
faces. The Oren-Nayar model is a physical model which
represents the surface as a collection of randomly ori-
ented V-grooves. The Koenderink et al. representation
is a decomposition of the BRDF onto a set of basis
functions on the unit hemisphere. The fitting results
provide a concise description that is required for func-
tional utility of the measurements. These BRDF pa-
rameters are publicly available and can be used directly
and conveniently in a variety of algorithms where ac-
curate, concise and analytical reflectance descriptions
are needed. Accordingly, the results are pertinent to a
variety of areas including remote-sensing, photogram-
metry, image understanding and scene rendering.
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                            57-Peacock Feather    58-Tree Bark         59-Cracker_a        60-Cracker_b           61-Moss       

  50-Concrete_c       51-Corn Husk       52-White Bread   53-Soleirolia Plant     54-Wood_a        55-Orange Peel        56-Wood_b

 43-Salt Crystals          44-Linen           45-Concrete_a          46-Cotton       47-Aquarium Stones 48-Brown Bread   49-Concrete_b

   36-Limestone          37-Brick_a        38-Ribbed Paper    39-Human Skin          40-Straw               41-Brick_b           42-Corduroy 

  29-(2 zoomed)      30-(11 zoomed)     31-(12 zoomed)    32-(14 zoomed)         33-Slate_a            34-Slate_b        35-Painted Spheres 

 22-Lambswool       23-Lettuce Leaf       24-Rabbit Fur        25-Quarry Tile          26-Loofa             27-Insulation     28-Crumpled Paper

15-Aluminum Foil         16-Cork             17-Rough Tile           18-Rug_a             19-Rug_b            20-Styrofoam          21-Sponge

     8-Pebbles         9-Frosted Glass       10-Plaster_a         11-Plaster_b        12-Rough Paper  13-Artificial Grass 14-Roofing Shingle

        1-Felt                 2-Polyester           3-Terrycloth       4-Rough Plastic           5-Leather           6-Sandpaper             7-Velvet    

Figure 2. The collection of 61 real-world surfaces used in the measurements. The name and number of each sample

is indicated above its image. The samples were chosen to span a wide range of geometric and photometric properties.

The categories include specular surfaces (aluminum foil, artificial grass), diffuse surfaces (plaster, concrete), isotropic

surfaces (cork, leather, styrofoam), anisotropic surfaces (straw, corduroy, corn husk), surfaces with large height varia-

tions (crumpled paper, terrycloth, pebbles), surfaces with small height variations (sandpaper, quarry tile, brick), pastel

surfaces (paper, cotton), colored surfaces (velvet, rug), natural surfaces (moss, lettuce, fur) and man-made surfaces

(sponge, terrycloth, velvet). Different samples of the same type of surfaces are denoted by letters, e.g. Brick a and

Brick b. Samples 29, 30, 31 and 32 are close-up views of samples 2, 11, 12 and 14, respectively.
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4 BTF Models

4.1 Histogram Model

Modeling and synthesizing the bidirectional texture
function is key to achieving robust texture recognition
and segmentation as well as realistic texture render-
ing. A fundamental representation of texture is the
histogram of pixel intensities. For 3D texture, just
as image texture is bidirectional, the histogram is a
bidirectional histogram. Changes in the histogram of
3D texture with illumination and viewing directions
are indicative of the surface structure. The work of
[32] also addresses histograms of 3D texture by in-
vestigating the physical mechanisms underlying bidi-
rectional histograms from a large variety of surfaces
and by using statistical simulations to generate his-
tograms of gaussian rough surfaces. In our recent
work [4], we develop an analytical model of the bidirec-
tional histogram of image texture. For arbitrary sur-
faces, developing such a model is extremely difficult.
So, for tractability, we assume the imaged surface has
an isotropic random-slope profile and constant-albedo
Lambertian reflectance. This model proves to be a
good approximation for a variety of natural and man-
made surfaces found in ordinary scenes. Our model
is based on a geometric/photometric analysis of the
interaction of light with the surface. We show the ac-
curacy of the model by fitting to the histograms of real
3D textures from the CUReT texture database. The
model can be used in applications for both computer vi-
sion and computer graphics. The parameters obtained
from the model fits are roughness measures which can
be used in texture recognition schemes. In Section 5,
we show how this histogram model can be applied in
texture synthesis.

There are two main tasks involved with the develop-
ment of the histogram model. The first task is the con-
version of the surface slope probability density function
(pdf) to the image intensity pdf. This conversion re-
quires a careful analysis of surface masking, shadowing
and shading that results in an expression for the image
intensity pdf in integral form. This integral is rather
complicated and does not lend itself to an analytical
solution. The second task of the model development is
a suitable approximation of the integral that leads to a
concise parametric histogram representation. This ap-
proximation is done using coordinate transformation
and a basis decomposition using the Discrete Cosine
Transform. The resulting expression for the probabil-

ity of a particular intensity p (I0) dIo is

pI (Io) dIo =
q

qvF

L∑
j=1

αj

∑
i

κi
jµ

i, (1)

where L is the number of basis polynomials, αj are
the coefficients obtained when projecting the integrand
onto the basis polynomials, and κi

jµ
i are the functions

resulting from the integration of the basis polynomials.
The details are described in [4].

In matrix notation this becomes

pI (Io) dIo =
q

qvF
( κµ)T

α. (2)

where κ is an L × (2L − 1) matrix which depends on
S (source direction); µ is a (2L− 1) × 1 vector which
depends on V (viewing direction) and S; α is an L× 1
vector which depends on σ (surface roughness); and(

q
qvF

)
is a constant which depends on V, S and the

surface roughness σ.
Note that pI (Io) dIo is the value of the histogram

for a single intensity bin Io. To obtain an expression
for the entire histogram, we construct the matrix Ω so
that the rows are the individual κµ vectors for each
intensity Io ∈ [0, 1]. For example, if there are 256 dis-
crete intensity values Ω is a 256 × L matrix. Define h̃
as the predicted histogram vector. Then,

h̃ =
q

qvF
Ωα. (3)

This equation gives a simple matrix formula for the
complete bidirectional histogram h̃ of a Lambertian,
isotropic, randomly rough surface.

The measured histograms were obtained from the
Columbia-Utrecht texture database for the following
samples: Sample 11 (plaster), Sample 10 (plaster),
Sample 49 (concrete), Sample 50 (concrete) and Sam-
ple 8 (pebbles). For each sample, 19 histograms
from images obtained with different viewing and illu-
mination directions were used to represent the mea-
sured bidirectional histogram. These histograms cor-
respond to the plane-of-incidence measurements from
the database. Let hj(i) denote the ith element of
the jth measured histogram where i = 0, 1, ..255 and
j = 0, 1, ...18. Similarly let h̃j(i) denote the ith element
of the jth estimated histogram as given by Equation 3.
Since our histogram model is appropriate for constant-
albedo samples, only gray-scale image information was
used. In the model, shadows are assumed to be zero in-
tensity; however, in the actual images shadows are usu-
ally non-zero. To account for this discrepancy, all im-
age pixels with intensity lower than a manually chosen
shadow threshold are counted as zero-intensity shad-
ows.
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The camera response for the measurements was ap-
proximately linear so each recorded intensity in related
to the actual intensity by a gain factor and an offset.
Three parameters were estimated for each sample: gain
ζ, offset χ, and roughness parameter σ. The actual
albedo of the sample is implicitly included in the es-
timation of camera gain ζ. The value for L in Equa-
tion 1 was chosen as 16, for a compact yet accurate
representation. The Levenberg-Marquardt algorithm
(implemented in Matlab) was used to estimate the pa-
rameters ζ, χ and σ which minimize the error E, taken
over the collection of histograms, where

E =
18∑

j=0

255∑
i=0

(hj(i) − h̃j(ζi + χ))2. (4)

The fits were improved by applying gaussian blurring
to the modeled histogram. The fitting results for five
different texture samples are shown in Figure 3. These
results indicate a good match between the model and
measurements even in the shadow regions that corre-
spond to zero intensity.

4.2 Correlation Model

To extend the histogram model, we’ve developed a
correlation model for the same class of 3D textures to
characterize the spatial relationship among pixels and
the change of the spatial relationship with viewing di-
rection. In [5] we present a model which uses surface
statistical parameters to predict the change in the cor-
relation length with viewing direction. Many texture
algorithms have been developed for 2D texture analysis
such as shape from texture [22][29][15], texture recogni-
tion and texture segmentation [2][33][14][24]. Most of
these algorithms are based implicitly or explicitly on
the power spectrum or equivalently on the correlation
of image texture. For 3D texture, the correlation func-
tion of image texture changes in a complicated manner
with viewing direction because of local foreshortening
effects that depend on the varying local surface nor-
mal. Consider the texture images in Figure 5. This
figure shows three oblique views of two surfaces at in-
creasingly oblique viewing angles. The surfaces shown
have the same image texture viewed frontally, but one
surface is rough (3D texture) and the other surface is
smooth (2D texture). The images of the smooth tex-
ture are simply warped versions of the frontally viewed
3D texture. Notice oblique views of the 2D and 3D
texture are quite different. In particular, the oblique
views of 2D texture show higher spatial frequencies and
therefore a smaller correlation length than the oblique
views of 3D texture. For algorithms which rely on spec-
tral characteristics of texture a computational model

k

τk

Figure 4. For a fixed distance k in the image, the

corresponding surface distance is a random variable

τk.

which quantifies the change in correlation length with
viewing direction is clearly important.

We assume that the 3D texture of interest is Lam-
bertian and has a random height profile that can be
modeled as a gaussian distribution with variance σ2

h.
We further assume that two surface points are jointly
normal and the autocorrelation of the surface height
process is a guassian with variance β2. The image of
this surface gives rise to an image texture. In this work,
we are interested in finding the correlation length of the
image texture for an arbitrary illumination and viewing
direction. A fixed distance k in the image corresponds
to a random distance τk on the surface due to the vary-
ing surface profile as shown in Figure 4. Because τk is
a random variable denoting the surface sampling, the
correlation function can be written as

E (I [j] , I [j − k]) = E {E (I(t), I(t − τk)|τk)} , (5)

where E denotes the expected value, I[j] is the inten-
sity for image pixel j and I (t) is the intensity for the
surface point at t. Note that the image intensity is
written as a one-dimensional quantity for notational
simplicity. To further simplify the notation let I(t) and
I(t− τ) be denoted by I0 and Iτ respectively.Then, by
the definition of the expected value,

E (I [j] , I [j − k]) =
∫ ∞

0

E (I0, Iτ |τk = τ) pτk
(τ) dτ,

(6)
where pτk

(τ) is the probability density function (pdf)
of the random variable τk. The development in [5] de-
rives an expression for pτk

(τ) and uses Equation 6 to
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0.4
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plot 50
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plot 08

 viewing,  source
 (V,  S)

11, -11

34,  79

11,  79

34, -34

11,  34

56,  11

34,  11

56, -11

model
measurement

Figure 3. Each column corresponds to the histogram model fit for a sample from the Columbia-Utrecht texture
database. From left to right the samples are Sample 11 (plaster), Sample 10 (plaster), Sample 49 (concrete), Sample
50 (concrete) and Sample 8 (pebbles). In each panel the model fit is shown by the solid line while the measured
histogram is shown by the dotted line. The zero intensity bin is shown with an ’x’ for the measured histogram and an
’o’ for the modeled histogram. The estimated roughness parameter for each sample, from left to right, is 0.41, 0.23,
0.24, 0.31, 0.36, respectively. For each row, the polar angle of the viewing direction V and the illumination direction
S are given on the left in degrees (negative polar angles correspond to a 180◦ azimuth). The model was fit using 19
histograms per sample, but for c onciseness, 8 histograms per sample are shown in this figure.
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Figure 5. (Top Row) Oblique views of a 3D texture.

From left to right, the associated viewing angle θv

is 33.75◦◦, 56.25◦◦ and 78.75◦◦. These images were

obtained from a rough plaster sample of the texture

database described in [6]. (Bottom Row) Oblique

views of a 2D texture with θv varying as in top row.

These views were generated by warping the frontal

view of the same plaster surface. This contrived 2D

texture has the same appearance in the frontal view

as the rough plaster sample.

predict the correlation length as a function of viewing
direction.

We employ the 9 texture images obtained from the
CUReT database for Sample 11 (rough plaster) cor-
responding to viewing angles θv = 33.75◦, 56.25◦ and
78.75◦ and illumination angles θs = 11.25◦, 33.75◦ and
−11.35◦. The correlation lengths were computed and
plotted as a function of θv in Figure 6 (dashed lines).
Using the correlation lengths we estimated the value of
σh and β for this surface as σh = 0.57 and β = 1.16.
The corresponding estimate of the correlation length L
is shown in Figure 6. Also shown in this figure is the
correlation length for a presumed planar surface (2D
texture). There are two important things to notice
here. First, the measured correlation length as a func-
tion of viewing direction is similar for all three illumi-
nation directions considered. Second, the model does
a good job predicting the correct value of the correla-
tion length especially when compared to the prediction
obtained by assuming 2D texture.

0.5

1

1.5

2

2.5

3

L
θv

33.75
o

56.25
o

78.75
o

Figure 6. Measured and modeled correlation

lengths. The dotted lines show the measured

correlation length L as a function of θv =

33.75◦, 56.25◦ and 78.75◦. Each dotted line corre-

sponds to a different illumination direction θs =

11.25◦, 33.75◦,−11.25◦.The solid line corresponds to

the model of the correlation length using the param-

eters that best match the measurements: σh = 0.57

and β = 1.16. The dashed line shows the correlation

length that would be predicted if we assume the tex-

ture is a 2D texture.

4.3 PCA Models

Physical models have the advantage of capturing the
salient texture properties in a small number of parame-
ters. However these descriptions often come at the cost
of imposing assumptions which limits the model appli-
cability. Texture models derived from principal compo-
nent analysis have a larger number of parameters but
make no assumptions about the type of texture or sur-
face process. Such models are useful when a large and
diverse set must be analyzed and physical models are
not sufficiently capturing the variation of the set. For
appearance-based matching, the eigenspace decompo-
sition can be performed directly on images. However
for texture, the images themselves are merely examples
of texture. Two images can depict the same type of
texture but each could depict a different instance. For
example, two spatially adjacent images of a spatially
invariant textured region will depict the same textures
even though the image pixels differ. So the eigenspace
analysis should be performed not on the images them-
selves, but rather on a texture representation that is in-
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variant over different texture instances. One choice of
texture representation for the eigenspace analysis is im-
age correlation in and between color bands as described
in [28]. We’ve chosen a 3D texture representation based
on the multiscale conditional histograms [11][2] that
have been previously applied to 2D texture with ex-
cellent results for both synthesis and recognition. By
using principal components analysis on the representa-
tion as a function of viewing and illumination direction,
the non-parametric multiscale histogram can be used
to characterize 3D texture. Use of this texture repre-
sentation in recognition is described in Section 5.2.

5 Application of BTF Models

The BTF models discussed in the previous sections
can be applied in a variety of domains. We discuss two
applications in this section. The first application is
that of texture synthesis, using the texture histogram
model and a technique called texture morphing. The
second application is texture recognition using a prin-
cipal component analysis on the multiscale histogram
texture representation.

5.1 Texture Synthesis

Texture injects realism into rendering, transform-
ing dull synthetic scenes into digital replicas of reality.
Often, however, current techniques of texture render-
ing fall short of this ideal. Consider standard texture-
mapping [10] where texture is treated as 2D patterns
“painted on” the surface. While this texture model is
appropriate for certain cases, it is far too restrictive to
enable photorealistic rendering of general scenes. In-
deed many of the textures that occur in real-world
scenes are 3D in their geometry; the texture is due to
a height variation, rather than a color or albedo vari-
ation. Examples of 3D-textured surfaces encountered
in practice include: foliage, soil, and sand in natural
scenes; concrete, plaster, brick and pavement in urban
scenes; rugs, upholstery and textured walls in domes-
tic scenes; hair, skin, and clothing of people in por-
trait scenes. Rendering these textures is particularly
challenging because changes in viewing and illumina-
tion direction dramatically alters texture appearance
as shown in Figure 1.

Currently, methods to render 3D-textured surfaces
fall into two categories. The first is standard texture-
mapping techniques where a single image of the tex-
ture is warped around the object being rendered. This
approach often suffers from a lack of realism in the
rendered object . The second category are those meth-
ods that rely on precise models of the surface geometry

[8][12][23]. While these approaches often yield convinc-
ing results, they require a fairly accurate geometric
model and therefore are useful only in certain situa-
tions. In this work, we introduce a technique for ren-
dering 3D textured surfaces that surpasses the perfor-
mance of standard texture-mapping without requiring
detailed knowledge of the underlying surface geome-
try. Our approach is based on having a few reference
images of the textured surface and knowledge of the
histogram behavior as the illumination and viewing di-
rection changes.

To demonstrate the need to account for the 3D na-
ture of textures, we’ve rendered cylinders using both
standard 2D texture-mapping and a simple 3D texture-
mapping (see Figure 7). The 3D texture-mapping is
simply a “cut and paste” method using a piecewise-
planar cylinder model and a set of 13 texture images
obtained with the appropriate viewing and illumina-
tion directions from the CUReT database. Notice the
realism of the cylinders rendered from a set of images
when compared to the cylinders rendered with a sin-
gle image. Even though the height variations on these
surfaces are quite small (on the order of a millimeter),
the visual effects of foreshortening, masking, shading
and shadowing caused by the surface roughness are
significant. By ignoring these effects, standard texture-
mapping destroys the impression of roughness and adds
an artificially smooth appearance to the cylinders.

The cut-and-paste method of 3D texture rendering
used to generate the cylinder is not a viable rendering
solution. In practice, it’s unreasonable to assume that
images of the surface from all desired viewing and illu-
mination directions are available. Instead an algorithm
is needed to accomplish similar renderings with signifi-
cantly less prior knowledge about the texture. Our 3D
texture morphing is designed for this purpose. There
are two main questions in determining the prior knowl-
edge required for the 3D texture morphing algorithm.
First, what is the minimum set of texture images that
contains all the necessary information about that tex-
ture? Second, what information is required to drive
the transformation of a particular image of the texture
into another image (with different viewing and/or illu-
mination directions) of the same texture?

To answer the first question we assume that the
textured surface is Lambertian and can be described
mathematically as a height function where each point
on the surface has only one height value. The frontal
view of such a surface provides a large portion of the
necessary information since all surface features are vis-
ible. Oblique views under the same illumination can
be derived from the frontal view by applying a resam-
pling function. For illumination changes, we follow the
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work in [1][26][9][16][18]. A singular value decomposi-
tion (SVD) of a set of images of the same scene un-
der varying illumination conditions results in a set of
three basis images. Any image of the scene (with fixed
viewing direction) under varying illumination can be
described as a linear combination of these basis im-
ages. While the work described in [1] is proven for
convex Lambertian objects, good results are also re-
ported when applying the method to non-convex ob-
jects. We’ve also found reasonable empirical results
using textured surfaces that are not convex. Therefore
we employ a set of frontal images of the texture un-
der varied illumination conditions as a sufficient set to
capture all the necessary texture information.

At this point the question is: What information will
drive the transformation of the given information, the
set of frontally viewed texture images, into an image of
the texture from an arbitrary view and illumination?
We use the gray-scale image histogram (i.e. histogram
of the texture image) as a function of viewing direction
V and illumination direction S. We assume that this
histogram function H (V, S) is known, either through
modeling or measurement. There are advantages in
using the histogram function to facilitate texture mor-
phing. First, the histogram function is a considerably
more concise representation than the entire texture im-
age as a function of viewing and illumination direction.
Furthermore, the histogram function is invariant over
all instances of texture in a particular class.

The transformation method is a two part process.
A desired illumination direction S, viewing direction
V, and the set of basis images for the frontally viewed
texture are given. We first synthesize a texture image
IF,S which has a frontal view F and illumination direc-
tion S, by finding the correct combination of the basis
images to match the histogram H(F, S). Then we es-
timate the resampling function which will morph IF,S

into IV,S . The estimation of the resampling function is
driven by minimizing the difference between the desired
histogram H(V, S) and the histogram of the resampled
image. An example rendering using this texture mor-
phing method is shown in Figure 7.

5.2 Texture Recognition

In Section 4.3, we discuss a representation for 3D
texture obtained from the principal components of a
series of texture images as a function of viewing and
illumination direction. Each texture image is repre-
sented by a conditional multiscale histogram similar
to that described in [11] [2]. This multiscale histogram
has been shown to yield excellent results for 2D texture
recognition as well as 2D texture synthesis. Principal

Figure 7. (Top-left) A cylinder of plaster rendered

using standard texture-mapping. (Top-right) The

“cut and paste” 3D texture mapping using 13 images.

(Bottom) A cylinder of rough plaster rendered using

3D texture morphing. Notice the realistic appearance

of roughness, similar to the plaster cylinder generated

with the “cut and paste” method shown above. Un-

like the “cut and paste” method, 3D texture morph-

ing does not need 13 images from the correct viewing

and illumination directions. The 3D texture morph-

ing algorithm successfully creates the same effect.

component analysis provides a convenient way to ex-
tend the representation to 3D texture. This 3D texture
representation is based solely on appearance and has no
underlying surface model. We employ the SLAM [20]
software library to perform the eigenspace analysis in
recognition experiments using CUReT database tex-
ture images. For each texture image, a gaussian image
pyramid [3] is constructed. For each level of the pyra-
mid a conditional histogram hj (i, i′) is computed as
the number of pixels in intensity bin i with a parent in
intensity bin i′. The parent of pixel at image location
x, y is the pixel at the next coarser pyramid level at im-
age location x/2, y/2. The histograms are normalized
so that

∑
i hj (i, i′) = 1 for all i′. For our experiments,

we use 3 levels of the gaussian pyramid and a bin size
equal to 20 with an intensity range of (0, 255) which
gives 13 intensity bins. The size of the histogram repre-
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sentation for intensity is 3×13×13 = 507. To increase
the robustness of the recognition the image gradient in
the x and y directions is also used to form a gradient
multiscale histogram. Therefore the total size of each
input vector is 3×507 = 1521. Color information is not
included; only the green component of the RGB image
is retained. The choice not to use color ensures that the
recognition results indicate a recognition of structural
appearance.

Twenty samples from the CUReT database were
used in the recognition experiments. These samples are
Sample 2 (polyester), 3 (terrycloth), 6 (sandpaper), 8
(pebbles), 10 (plaster), 13 (artificial grass), 14 (roof-
ing tile), 15 (aluminum foil), 18 (rug a), 19 (rug b), 22
(lambswool), 23 (lettuce leaf), 26 (loofa), 27 (insula-
tion), 28 (crumpled paper), 30 (plaster b), 35 (painted
stones), 38 (ribbed paper), 40 (straw), and 42 (cor-
duroy). The images were manually segmented prior
to processing to ensure that only texture information
is included in the analysis. For each sample, a subset of
the images in the database were used as training images
and a different subset were used as test images. In this
manner, the test images have illumination and viewing
directions that are different from the training images.
Recognition results were obtained under 3 different
ranges of viewing polar angle θv and illumination polar
angle θs. Range A is {θs > 45◦, θv > 45◦}; Range B is
{θs > 57◦, θv > 57◦}; Range C is {θs > 70◦, θv > 70◦}.
For Range A, there were 400 training images and 140
test images over all samples. For Range B, there were
1100 training images and 200 test images. For Range
C, there were 1880 training images and 360 test images.
The recognition rates as a function of the number of di-
mensions in the eigenspace are shown in Figure 8. As
expected and consistent with experiments in [28], the
recognition rates improve when the range of θs and θv

are reduced. The high recognition rates shown in Fig-
ure 8 indicate that this representation does a good job
capturing the varying surface appearance of these sam-
ples. The results are especially encouraging when one
considers that the training images were taken from dif-
ferent viewing and illumination direction than the test
images.

6 Conclusion

Clearly it is desirable to use all the information
attainable from a scene to aid the recognition pro-
cess. This implies an integration of geometry and
appearance-based methods for recognition. Fine scale
surface geometry is difficult to acquire and cumber-
some to model geometrically. Ignoring the effects of
fine-scale geometric variations on surfaces is not ap-
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Figure 8. Recognition rates (percentage of images

correctly recognized) as a function of the number of

eigenvectors for 20 textured samples. Three ranges

of viewing angle θv and illumination angle θs are

tested. Range A (solid line) is {θs > 45◦, θv > 45◦};
Range B (dotted line) is {θs > 57◦, θv > 57◦}; Range

C (dashed line) is {θs > 70◦, θv > 70◦}

propriate because while surface height variations are
small, the effects on appearance of varying surface nor-
mal and local shadowing/occlusions are large. As a
result of these considerations, a natural division of la-
bor in an integrated recognition system is to handle
surface geometry with appearance-based methods and
object geometry using geometry-based methods. One
integration method may have geometry-based systems
and appearance-based systems run independently, each
casting a vote in the recognition process. In another
method, the appearance-based surface analysis can also
a assist object geometry acquisition via algorithms for
shape-from-shading with accurate BRDF models and
shape-from-texture with accurate BTF models. There
are clearly many open issues in developing such sys-
tems.

We have described measurements and models of 3D
textured surface appearance in the framework of the
BRDF and the BTF. This work can be useful in devel-
oping and testing recognition systems that account for
surface appearance due to fine scale surface geometry.
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