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Abstract

Specific applications like military or public emergency
ones require secure group communication in ad hoc en-
vironments. The most suitable solution to provide the
expected level of security to these services is the provi-
sion of a key management protocol.
This paper shows the specific challenges towards key man-
agement protocols for securing multicast communications
in ad hoc networks, and provides a taxonomy of these pro-
tocols in MANETs. A new approach, called BALADE, is
also presented. It is based on a sequential multi-sources
model, and takes into account both localization and mo-
bility of nodes, while optimizing energy and bandwidth
consumptions.

Keywords: Ad hoc networks, group key management, mul-
ticast security, taxonomy

1 Introduction

A MANET (Mobile Ad Hoc Network) is a communica-
tion network characterized by the absence of any fixed
infrastructure. It is formed spontaneously with the par-
ticipating nodes without any preplanning. In addition to
the inherently dynamic physical channel caused by shad-
owing and scattering, the system must adapt itself to the
dynamics and the mobility of the nodes.

In parallel to the deployment of ad hoc networks, the
last decade saw the constant development of multicast
services within the Internet. Multicast transmission is
an efficient communication mechanism for group oriented
applications, such as video conference, interactive multi-
party games and software distribution. One main ad-
vantage of multicast communication is to save network
resources.

The combination of an ad hoc environment with multi-
cast services, induces new challenges towards the security
infrastructure to enable acceptance and wide deployment
of multicast communication. Indeed, several sensitive ap-
plications based on multicast communications have to be
secured within ad hoc environments. We can cite mili-
tary applications such as group communications in a bat-
tle field, but also public security operations, involving fire

brigades and policemen.

To prevent attacks and eavesdropping, services among
which authentication, data integrity and data confiden-
tiality need to be provided. The most suitable solution to
provide these services is the establishment of a key man-
agement protocol. This protocol is responsible for the
generation and the distribution of the traffic encryption
key (TEK) to all group members. This key is used by the
source to encrypt multicast data and by the receivers to
decrypt it. Thus, only authenticated members are able to
receive the multicast flow sent by the group source.

Often, multicast key distribution takes into account
a challenging element known as the “1 affects n” phe-
nomenon. After a Join or a Leave procedure, the TEK is
renewed and redistributed, affecting all group members in
order to maintain both forward and backward secrecies.
To address this problem and to reduce its impact on the
protocol performance, several approaches propose a mul-
ticast group clustering. Clustering consists in dividing the
multicast group into several sub-groups. Each sub-group
is managed by a local controller (LC), responsible for lo-
cal key management within its cluster. Thus, after Join
or Leave procedures, only members within the concerned
cluster are affected by the rekeying process, and the local
dynamics of a cluster does not affect the other clusters of
the group. Moreover, few solutions for multicast group
clustering did consider the energy issue to achieve an effi-
cient key distribution process, whereas energy constitutes
a main issue in ad hoc environments [13, 23].

In this paper, we extend and present a taxonomy of
group key management protocols, dedicated to operate
in ad hoc networks, then we present BALADE, a group
key management protocol for ad hoc environments, used
to secure multicast communications, according to the se-
quential multi-sources model. BALADE uses an opti-
mized multicast cluster tree algorithm to ensure efficient
key delivery, taking into account the localization and the
mobility of nodes.

The remainder of this paper is structured as follows.
Section 2 emphasizes the challenges of securing multicast
communications within ad hoc environments. A common
taxonomy of group key management protocols in wired
networks is described in Section 3. Section 4 presents our
taxonomy of multicast group key management approaches
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in MANETs. Section 5 describes the BALADE functional
architecture, by detailing the security operations achieved
by BALADE, the clustering algorithm and the mobility
management. Finally, Section 6 concludes the paper.

2 Challenges and Constraints of

Securing Multicast Communi-

cations in Ad Hoc Networks

The nature of ad hoc networks, the security level to be
ensured and the characteristics of the applications to be
secured complexity the deployment of the ad hoc networks
associated with the availability of the multicast services.
The principal constraints and challenges induced by the
ad hoc environment are:

• Wireless Links: the wireless links make the network
easily exposed to passive malicious attacks like sniff-
ing, or active attacks like message replay or message
alteration;

• No Infrastructure: The absence of infrastructure is
one of the main characteristics of ad hoc networks.
It eliminates any possibility to establish a centralized
entity which concentrates the access to the network
through a single point managing the various essen-
tial services. Due to this absence of infrastructure,
the traditional authentication and keys distribution
models are hardly applicable;

• Scalability: The size and the dynamics specific to
multicast groups can be very important in ad hoc
networks. We cannot control the number of members
nor the adhesion frequency to the group. Thus, a
group key management protocol should be adapted
to this dynamics;

• Mobility: When a node moves within the network,
it does not necessarily leave the multicast group
and consequently does not have to be forced to re-
authenticate itself to its group. Mobility implies also
that the network topology and the connectivity be-
tween hosts change quickly and unpredictably. Thus,
the control and the management of a mobile ad hoc
environment will have to be distributed among the
participating nodes of the network;

• Limited Power: ad hoc networks are composed of low
power devices. These devices have limited energy,
bandwidth and CPU, as well as low memory capaci-
ties. Consequently, achieving secure group communi-
cations in ad hoc networks should take into account
additional factors including the energy consumption
efficiency, the optimal selection of group controllers
and the bandwidth saving.

Several key management protocols for securing multi-
cast communications have been elaborated over the last

decade. We present in the next section the principal ap-
proaches related to the group key management protocols
in wired environments.

3 Multicast Key Management

Approaches in Wired Networks

The most commonly accepted taxonomy of group key
management protocols divides them into three ap-
proaches: centralized, decentralized and distributed.

• Centralized approach:
The centralized architectures ([24, 15], . . . ) use only
one server. This server is responsible for the gener-
ation, the distribution and the renewal of the group
key. This approach is clearly not scalable since it suf-
fers from the “1 affects n” phenomenon. Moreover,
the unique key server forms a bottleneck in terms of
security and resources.

• Decentralized approach:
This approach divides the multicast group into a p

fixed number of sub-groups. Each of them shares a
local session key managed by a local controller, thus
attenuating the “1 affects n” phenomenon. When
a member joins or leaves the group, only the con-
cerned sub-group will renew its local key. The de-
centralized protocols are subdivided into two cate-
gories. In the first one, each cluster or sub-group of
the multicast group shares and manages a local traffic
encryption key (TEK), requiring several decryption
and re-encryption operations of the multicast flow,
when it passes from a sub-group to another. This
family of protocols is not flexible and not adapted to
the dynamics of the multicast group. IOLUS [16] be-
longs to this set of protocols. To overcome this prob-
lem, some protocols, like AKMP [1] and SAKM [4],
dynamically divide the multicast group into p sub-
groups, p varying according to the group dynamics;
thus reducing the overhead of multicast data encryp-
tion and decryption, while attenuating the “1 affects
n” phenomenon.

The second category of protocols uses only one TEK
for all clusters in the multicast group. They hierar-
chically divides the multicast group into sub-groups,
each of them being managed by a sub-group man-
ager. The managers, which are not members of the
multicast group, do not need to decrypt the multi-
cast flow sent by the source. These protocols use a
double encryption of the traffic encryption key, that
requires more key encryption keys (KEKs). The mul-
ticast group clustering is static, and consequently not
adapted to the dynamics and mobility of ad hoc net-
works. DEP [8] belongs to this category.

• Distributed approach:
In this approach, also called key agreement approach
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([7, 10], . . . ), all group members cooperate and gen-
erate the traffic encryption key, to establish secure
communications between them. The key agreement
approach eliminates the bottleneck in the network,
compared to the centralized approach, but is less
scalable because the traffic encryption key is com-
posed of the contributions of all group members, and
needs more computation processing.

4 Multicast Key Management

Taxonomy in Ad Hoc Networks

The taxonomy proposed for the group key management
protocols in wired networks is not adequate for ad hoc net-
works, because of the specific challenges of such environ-
ment, addressed in Section 2. A new taxonomy of group
key management protocols in MANETs is presented in
[12]. It subdivides these protocols into two categories ac-
cording to their use or not of the GPS (Global Positioning
System). Our taxonomy of group key management proto-
cols in ad hoc networks (cf Figure 1) extends and refines
the classical taxonomy as in wired networks, while inte-
grating the specifics of the ad hoc networks (the mobility
support, the energy efficiency and the multi-hop aware-
ness).

Figure 1: Taxonomy of group key management protocols
in ad hoc networks

4.1 Centralized Approach

In this approach, group key management is carried out
by only one entity in the network. We split this approach
in two categories, with keys pre-distribution and without
key pre-distribution phase.

4.1.1 With Keys Pre-distribution

These protocols configure the hosts or entities which will
participate to the multicast group, off-line. This con-
figuration is achieved by pre-deploying a set of keys on

each node, so that it will be able to decrypt the multicast
flow sent by the source, or to obtain the traffic encryp-
tion key when the re-keying process is triggered. The
keys pre-distribution is used in MANETs because of the
lack of infrastructure within ad hoc network which implies
unavailability of a central entity to ensure key distribu-
tion process on-line. Two protocols belong to this family,
GKMPAN [26] and CKDS [17].

GKMPAN [26] is based on a key lists pre-distribution
phase to the multicast group members, and on multiple
rekeying phases. The main phases of this protocol are the
following:

• Key pre-distribution: each group node u obtain, off-
line, before the deployment of the ad hoc network, a
subset Iu of m keys out of the pool of l keys. These
keys are used as key encryption keys (KEKs). The
key-predistribution algorithm allows any node who
knows another node’s identifier j to determine the
identifiers of Ij .

• Authenticated node revocation: when the key server
decides to revoke a node, it broadcasts a revocation
notification to the network, containing the identifier
of the revoked node, and the non compromised key
that is possessed by the maximum number of remain-
ing nodes in the network.

• Secure group key distribution: the key server gen-
erates and distributes a new group key. The key
distribution process is achieved hop by hop, by en-
crypting the new group key with the predeployed
KEKs. When a node is compromised and is revoked
by the key server, its predeployed KEKs are also com-
promised. To face this problem when sending the
new group key, the key server determines the iden-
tifier of the non compromised KEK, shared with the
maximum members of the multicast group. Then,
it broadcasts a message authenticated by TESLA
[9, 19], containing the new group key encrypted with
this chosen non compromised KEK. Group nodes
who did not hold the KEK used to the encryption of
the traffic encryption key, will receive this group key,
forwarded by their neighbors, encrypted with other
non-compromised KEKs. So, the key server has only
to deliver the new group key to its immediate neigh-
bors, which forward it securely to their neighbors,
in a hop by hop way. Thus, GKMPAN exploits the
multi-hop property of the ad hoc networks, group
members are both hosts and routers.

• Key update: when the group nodes decrypt and au-
thenticate the traffic encryption key, they update
their subsets of predeployed KEKs, based on this
group key, and erase all the old KEKs. The com-
promised keys ki are also updated by the remaining
members holding these keys, using a non compro-
mised key km as follows: k′

i = fkm
(ki). f being a

pseudo-random function.
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CKDS [17] (Combinatorial Key Distribution Scheme)
is an application level protocol for securing multicast com-
munications in ad hoc networks. A centralized group con-
troller (GC) is assumed available for distributing keys and
initiating re-keying procedure.

The key distribution structure in CKDS is based on a
combinatorial Exclusion Basis System (EBS) [18] in cope
with CAN [21] (Content Addressable Networks), as fol-
lows. Each node in CKDS knows k keys (known keys)
and does not know m keys (unknown keys). Figure 2 il-
lustrates an example of EBS matrix, k=3 and m=2. This
example in taken from [17].
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Figure 2: EBS matrix in CKDS [17]

CAN is used to achieve a partition of all the nodes into
an m-dimensional space. Thus, each node has a quadrant
in the space, according to the unknown keys in the EBS
scheme. If a node is compromised, the re-keying algo-
rithm will start from the diagonal node in the partitioned
space, i.e. the node which knows all the unknown keys of
the compromised node. In Figure 2, if node U1 is compro-
mised, U6, U9 and U10 can achieve the re-keying process
because they know the unknown keys of U1, which are
K4 and K5. Thus, the new group keys can be spread via
direct flooding along the m dimensions whose keys are not
known by the compromised node, isolating this node in
the re-keying procedure. Thus, like GKMPAN, CKDS is
multi-hop aware.
The authors show that the CKDS protocol outperforms
centralized approaches such as logical key hierarchy proto-
cols [24], in term of keys storage requirement, scalability,
storage requirement and number of decryption operations
per node.

4.1.2 Without Keys Pre-distribution

This category of protocols does not need an off-line pre-
distribution of keys. Two protocols belong to this cat-
egory, the one defined by Kaya et al. [11] and the one
defined by Lazos et al. [13].

Kaya et al. [11] propose a group key management pro-
tocol, which is efficient against some constraints imposed
by an ad hoc environment: mobility, non-reliable links
and multi-hop communications overhead. A certification
service is provided in this protocol, to ensure access con-
trol and revocation of malicious members.

Only nodes with a valid certificate should be able to ac-
cess the multicast flow. It is assumed that a node wanting
to join the multicast group needs a security certificate ob-
tained off-line and signed by a trusted third party (TTP).
Excluded nodes, with revoked certificates, should not be
able to access to the multicast data, any more. To do this,
the source of the multicast group multicasts periodically
a signed certificate revocation list. The group members
store this list, and can authenticate and check the access
control of each new member, wanting joining the group.

This protocol aims to reduce the communication cost
and complexity for the mobile multihop nodes. Indeed,
nodes join the multicast group and attach themselves to
the multicast tree through the closest neighbor, already
belonging to the group, by using the GPS information.
The join requests are broadcast in a limited range (TTL:
Time To Live field), to reach any group member, and the
response to the join request is sent in anycast. In addition
to the communication cost profit, this fact allows the con-
struction of a multicast tree with short paths, facilitating
and optimizing the key distribution. These advantages
make the protocol of Kaya et al. aware of mobility and
multi-hop challenges in ad hoc environment.

The data integrity is maintained, to counter malicious
attacks such as message replays. It is carried out, via
the TESLA approach, that requires synchronization be-
tween source and receivers, which is expensive in a mobile
network.

The proposal of Lazos et al. [13] is a centralized ap-
proach, taking into account energy efficiency within the
ad hoc networks. Indeed, it improves the keys distribu-
tion scheme of LKH [24] and adapts it to static ad hoc
networks by optimizing the energy consumption, via the
use of the geographical localization of the group mem-
bers. The basic idea of this approach is that members
which are geographically close to each other, can poten-
tially be reached by a broadcast message, or can use the
same path to receive the multicast data. The ad hoc net-
work is represented by a two-dimensional space, and the
K-means [14] clustering algorithm is used to form groups
with strong correlation, and to deduce the multicast tree
dedicated to distribute the traffic encryption key. The K-
means algorithm consists in assigning the group members
to a fixed number of clusters, randomly. Then, the algo-
rithm changes the membership of the clusters by maximiz-
ing, at each iteration, the correlation between the mem-
bers of each cluster. The K-means algorithm stops when
the assignment of the members to the clusters does not
change, thus corresponding to the best geographical corre-
lation of the clusters. The key distribution process, based
on the K-means algorithm, is composed of the following
steps:

1) Assign all the group members in one cluster;

2) Divide each cluster into 2 sub-clusters, via the K-
means algorithm;

3) Use a refinement procedure to balance the number of
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members per cluster;

4) Iterate Steps 2 and 3, until clusters of one or two
members are created.

5) Merge clusters with only one member by pair, if pos-
sible.

6) Map the cluster hierarchy into the logical hierarchy
of the LKH key distribution. Figure 3 illustrates an
execution of this algorithm.

Figure 3: Key distribution tree based on the K-means
algorithm [13]

LKHW [20] is a directed diffusion-based secure mul-
ticast scheme for wireless sensors networks (WSN). This
protocol is a combination of LKH and direct diffusion
protocols. The key distribution tree is based on LKH
and the re-keying scheme is based on a direct diffusion,
optimizing the consumption of energy. The security op-
erations achieved by LKHW are the data confidential-
ity, data integrity and data authentication. Forward and
backward secrecies are also ensured by the re-keying pro-
cess in LKHW.

The actors of LKHW are the sensors and source of the
group, called also sink, which is responsible for the col-
lection of data from the sensors. The sensors are network
nodes which can provide data required by the sink. These
nodes have low capacities in terms of communication and
computation. The main phases of LKHW are the group
initialization and the re-keying process after each join or
leave event in the group:

• Group initialization: the establishment of a secure
group starts with the construction of the logical key
hierarchy by the sink. The sink diffuses an ex-
ploratory message to all the network nodes, called
“interest about interests to join”, to find nodes which
can be able to provide information that it requests.
Interested nodes will answer with “interests to join”
messages, declaring tasks they are able to achieve.
The sink collects these “interests to join” messages,
and sends for each node its assigned index and the
key set according to its logical localization within the

LKH tree. From this point, secure communications
can be initiated within the group.

• The re-keying process is triggered after each join or
leave event. When a node wants to join the group,
an “interest to join” message is broadcast to the sink,
which answers with the set of keys according to its
logical position in the LKH tree. All the group nodes
should also refresh their keys sets, to ensure back-
ward secrecies.

When a node leaves the group, keys in the tree from
the root to its position, should be renewed, ensuring
forward secrecy.

The direct broadcast scheme used in LKHW is op-
timized by using caches for data interest matching,
suppressing duplicate messages and preventing loops.

4.2 Distributed Approach

Group key management in the distributed approach is
achieved by all the multicast group members, which co-
operate to ensure a secure multicast communications be-
tween them.

Chiang et al. propose a group key management proto-
col [6], for MANETs, based on GPS measures (latitude,
longitude and altitude) and on the group key exchange
protocol GDH (Group Diffie Hellman) [10].

During protocol initialization, each node in the ad hoc
network, floods its GPS information and its public key to
all the others nodes, although the authors assume that the
protocol does not rely on any certification authority. Us-
ing the GPS information received from others nodes, each
group member can build the network topology. When a
source wants to multicast the data flow to the group mem-
bers, it computes the minimum multicast tree, based on
the Prüfer algorithm [6].

In addition to the Prüfer sequence, the source of the
group multicasts to all the group members the group key,
computed as a combination of their public keys. When
receiving the Prüfer sequence, each node will decode the
multicast tree, and will know whether to forward or dis-
card packets sent by the source.

The construction of the GDH key distribution graph
using the Prüfer decoding algorithm is achieved as follows:

• The key graph is composed of two types of nodes:
leaf nodes (u-nodes) representing the multicast users
nodes, and the k-nodes representing keys. The root
of the key graph, called kp-node, indicates the Prüfer
key related to the Prüfer decoding information.

• The key distribution graph specifies a secure group
(U, K, P). U is the set of multicast users, K is the set
of keys, and P is the Prüfer-key (group key). Figure
4 provides an example of key graph. This example is
given in [6].
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Figure 4: A key graph in Chiang et al. [6]

4.3 Decentralized Approach

The decentralized approach divides the multicast group
into sub-groups or clusters, each sub-group is managed by
a local controller responsible for the security management
of the members of its sub-group. Two sets of protocols
compose this approach. The first set uses a local traffic
encryption key (TEK) within each cluster, distributed to
its local members. When receiving a multicast flow, local
controllers must decrypt it with the appropriate key, re-
encrypt it with the local TEK of their cluster and forward
it to their local members.

The second set uses only one traffic encryption key
(TEK) for all group members. The source of the group
uses the TEK to encrypt multicast data, and the group
members to decrypt it. The challenge of such protocols is
to send the traffic encryption key to all members of each
clusters, securely and in time.

4.3.1 Local TEKs

The group key management protocol proposed in [22] is
designed to operate within a NTDR (Near Term Digital
Radio) architecture. This architecture is composed of a
set of clusters, each one containing a clusterhead, and the
clusterheads form the routing backbone. The mobility of
nodes is taken into account in this protocol when clusters
are established.

The confidentiality of the multicast communications is
achieved via two types of keys:

• The cluster key group (GCK) is used to encrypt all
intra-cluster traffic;

• The key encryption key (KEK) is shared by a clus-
terhead and a node of its cluster. This key is the
combination of a secret generated by the clusterhead,
and the IP address of the node. KEK = f(s, @IP )

The clusterhead encrypts the GCK by the KEK and
distributes it to all its cluster members. Thus, all the
cluster nodes can encrypt and decrypt the traffic within
the cluster. Inter-cluster Communications are restricted
to the clusterheads.

Figure 5: The TEK generation and distribution in en-
hanced BAAL [2]

The Enhanced BAAL protocol [2] is based on the com-
bination of the BAAL protocol which is a group key man-
agement protocol in wired networks, and the dynamic
support offered by the AKMP protocol [1] (Adaptive Key
Management Protocol). Authentication and key genera-
tion are achieved via threshold cryptography [25]. Each
entity of the group holds a public and a private key, gen-
erated by the server nodes of the threshold cryptography.

The principal actors of this architecture are the global
controller (GC), the local controllers (LCs) and the mem-
bers of the multicast group. The global controller is the
source of the multicast group, and is responsible for the
generation, distribution and periodic renewal of the traf-
fic encryption key. The global controller sends a request
to a defined number of threshold cryptography servers,
which answer by sending their contributions. Then, the
GC combines these contributions to constitute the traffic
encryption key, and distributes it to all its group mem-
bers. Figure 5 illustrates this key generation process.

A local controller is a member of the multicast tree,
forming a sub-group with its local members. A local con-
troller manages a local traffic encryption key, and is re-
sponsible for forwarding the multicast flow sent by the
source to all its local members. A member of the multi-
cast tree can switch to the local controller state, according
to its evaluation function, which contains two metrics: the
local frequency of Join and Leave events, and the num-
ber of its local members. This evaluation function is an
extension of the one presented in [1], and considers the
mobility of nodes when computing the evaluation metrics.
This approach tends to attenuate the “1 affects n” phe-
nomenon by integrating the dynamic support of AKMP,
while limiting the overhead due to the encryption and de-
cryption operations of the multicast data, when passing
from a sub-group to another. However, these intermedi-
ate operations of data encryption and decryption remain
very constraining in an ad hoc environment, with limited
resources of storage and computing power.
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4.3.2 Common TEK

The most important advantage of this approach is that
there is no intermediate encryption and decryption op-
erations of the multicast flow by local controllers of the
clusters. This advantage is very important in ad hoc net-
works where resources are limited. The clustering process
is used in this approach to attenuate the “1 affects n”
phenomenon while renewing the key encryption keys for
each sub-group. The BALADE group key management
protocol uses this approach (cf Section 5).

4.4 Discussion

In this section, we compare the above discussed protocols,
and analyze their performance and security properties.

The discussed protocols are compared according to the
desired properties for multicast communications security
in ad hoc networks (authentication, data confidentiality
and integrity, nodes revocation, . . . ), their computational
cost related to the intermediate encryption and decryp-
tion operations, their storage cost, their efficiency against
bottlenecks, their scalability and vulnerabilities. The ta-
ble in Figure 6 summarizes these comparisons.

The Kaya et al., Chiang et al. and Lazos et al. propo-
sitions requires GPS information, to take into account lo-
calization of group members. GPS information is used in
Kaya et al. and Lazos et al. to efficiently construct paths
between network nodes. However, in Chiang et al., the
GPS information is flooded within the network allowing
each group member to build the network topology. This
flooding is very expensive in ad hoc networks.

In addition to the clustering algorithm required in En-
hanced BAAL and Varadharajan et al., the Enhanced
BAAL protocol uses the threshold cryptography which
requires an initial configuration in the network, to share
the private secret of the certification authority between
the threshold cryptography servers.

All the proposed protocols which require that each
group node holds its public key, need a trusted au-
thority which can provide the proof of identity for each
node. Whereas, GKMPAN and CKDS involve only a pre-
deployment phase of key encryption keys.

The validation of the keys lists in Kaya et al. and
GKMPAN requires the TESLA authentication, and there-
fore time synchronization between group nodes and
buffering reception, hard to deploy in ad hoc environ-
ments.

The security services provided by the group key man-
agement protocols include data confidentiality, which is
realized by encrypting the multicast flow by the source
and decrypting it by the receivers. However, the authen-
tication and access control of the group members are only
given by Kaya et al. [11] and Enhanced BAAL [2], be-
cause a certification management service is available in
these two protocols.

In Kaya et al., the certification authority offers off-line
security certificates to the group members, allowing them

to be authenticated and to join the multicast group on-
line.

The certification management in Enhanced BAAL
is achieved via threshold cryptography, which is more
adapted to ad hoc networks, and especially to the absence
of any fixed infrastructure.

Nodes revocation is ensured via the key pre-
deployment process in GKMPAN [26] and CKDS [17].
Keys of a compromised node in these two protocols will
be compromised and never used when achieving the re-
keying process. However, the Join procedure is difficult
to deploy because a new member joining the group has to
have pre-deployed keys.

The intermediate encryption operations metric is very
important in ad hoc environments, due to the usually poor
computational capacities of its devices. Thus, the most
suitable solution in an ad hoc environment should not
have to use intermediate encryption and decryption op-
erations. The multicast data is therefore decrypted only
by the members, as is carried out in CKDS, Kaya et al.,
Lazos et al., LKHW and Chiang et al.. The disadvantage
of these protocols is that they are centralized around an
entity which is responsible for the generation and the dis-
tribution of the traffic encryption key and for the diffusion
of the multicast encrypted flow.

GKMPAN achieves intermediate encryption and de-
cryption operations of the traffic encryption key and not
of the whole data flow. Therefore, all the group members
share the same traffic encryption key, which is distributed
securely via the pre-deployed keys.

Despite of the advantages of the dynamic clustering ap-
proach presented in Section 4.3, protocols proposed in [2]
and [22] are not suitable for ad hoc networks, because they
use a local traffic encryption key for each cluster, thus
requiring intermediate decryption and re-encryption op-
erations of multicast data, by the local controllers or the
clusterheads. Consequently, these entities become failure
points of vulnerability and bottlenecks.

The storage cost is also a main challenge in ad hoc
networks, with limited storage capacities. Protocols be-
longing to the decentralized approach, Enhanced BAAL
and Varadharajan et al. require an expensive storage cost
due to the intermediate operations of decryption and re-
encryption of the multicast flow.

The Prüfer algorithm used in Chiang et al. also re-
quires large storage and computation capacities, espe-
cially for a large number of nodes.

The storage in lazos et al. and LKHW include the keys
of the LKH tree, whereas GKMPAN and CKDS store the
off-line pre-deployed keys for each node. For GKMPAN,
increasing the number of predeployed keys m or decreas-
ing the number of keys in the pool l will increase the
number of direct logical paths between nodes. However,
it is desirable from the storage point of view to decrease
m. Moreover, a smaller m and a larger l enhance the
security level.

Being a certificate based approach, Kaya et al. requires
for each group member to store its certificate and also the
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Figure 6: Evaluation of the group key management protocols in MANETs

revocation list, which should be updated by the source.
To prevent this list to have a very large size, a technique
for withdrawal of entries is used in this list of revocation,
but allows revoked nodes to re-join the multicast group
after a period of time.

Scalability is a key challenge in group key management
protocols in MANETs. However, the majority of the pro-
posed protocols fail to address this criterion.

Without key pre-distribution, group key management
protocols do not scale with large group sizes because of
their centralized architecture. Also, the protocol proposed
by Chiang et al. presents a scalability issue because of
flooding GPS information, and execution the Prüfer al-
gorithm for a large number of multicast group members.
GKMPAN is more scalable with a storage requirement
independent of the size of the multicast group. In the
same way, the scalability of CKDS was validated by sim-
ulation, according to the storage and the communication
overheads.

Centralized Protocols ([11, 13, 17, 20, 26]), rely on an
entity to manage keys or certificates, and thus suffer from
a failure vulnerability in term of security. Moreover, a
centralized server presents a bottleneck in the secure ar-
chitecture and can be targeted by several malicious at-
tacks, such as denial of service.

The protocol defined by Chiang et al. is robust and
efficient, but its greater weakness is that it requires an ex-

pensive cost in communication when flooding GPS infor-
mation, and in computation when computing the Prüfer
sequences.

The Protocol in [22] suffers from a high computation
overhead due to the clustering process and the election
of a leader in each cluster. Moreover, the key manage-
ment and the inter-cluster communications are restricted
to only the clusterheads, which can be bottlenecks and
consequently be compromised.

To face and attenuate the weaknesses of the discussed
protocols, a group key management protocol in ad hoc
networks should be adapted to the mobility and the dy-
namics in such type of network. The limited resources of
energy, storage and computations capacities should also
be taken into account in the design of this protocol. These
requirements are the motivations for our group key man-
agement protocol in MANETs, called BALADE.

BALADE is an enhancement and adaptation of the
DEP protocol, described in Section 3, to the ad hoc net-
work context. Our protocol is based on the dynamic clus-
tering approach, using one traffic encryption key and sev-
eral key encryption keys (KEKs), one for each cluster.
BALADE completely eliminates the overhead induced by
encryption and decryption operations on the multicast
flow, while attenuating the “1 affects n” phenomenon.
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5 BALADE: Functional Architec-

ture

5.1 Protocol Overview

BALADE is a scalable group key management proto-
col, for ad hoc networks, dedicated to secure multicast
communications, that follows a sequential multi-sources
model: at any time t, there is only one source which sends
the multicast flow to the group members, and once it fin-
ishes, another source takes over. We wanted to focus on
this model of group communications because it is very
widespread in the Internet world, and corresponds to the
characteristics of several applications in MANETs, such
as audio/video conferences, MP3 broadcasting, podcast-
ing, . . .

The basic idea of BALADE is to divide the multicast
group dynamically into clusters. Each cluster is managed
by a local controller which shares with its local mem-
bers a local cluster key. The multicast flow is encrypted
by the source with the traffic encryption key TEK and
sent in multicast to all the group members. The source
of the group and the local controllers form a multicast
group GLC (Group of Local Controllers) and share be-
forehand a session key called KEKCCL. Each new local
controller has to join this group and receive the session
key KEKCCL from the source of the group, encrypted
with its public key.

For the TEK distribution, the multicast source sends
it to the group of the local controllers, encrypted with
KEKCCL. The local controllers forward the TEK to their
local members, encrypted with their respective local clus-
ter key. One main advantage of BALADE is that only
the TEK is encrypted and decrypted by the local con-
trollers and not all the multicast flow. The decryption of
the multicast data is only achieved by the final receivers.

To ensure the integrity and the confidentiality of the
multicast flow, a TEK re-keying process must be triggered
by the source, at each data semantic unit, depending on
the application. For example, a source multicasting a
MP3 flow will renew its TEK after every song, and a
source streaming a video flow will renew its TEK after
every film or chapter. Therefore, the TEK is not changed
for each membership event (Join or Leave) but for each
data unit, specific to the application. Moreover, a leave
in an ad hoc environment is often different from an ex-
clusion; members can leave the group because of signal
interferences or low resources but still remain in the mul-
ticast group.

This solution is realistic and pragmatic because it con-
siders the practical requirements of the application. In ad-
dition to the group key management, BALADE proposes
a management for the dynamics and the nodes mobility,
adapted to the characteristics of the ad hoc networks.

In the following, we present the different security and
management services achieved by BALADE.

5.2 Group Members Management in

BALADE

The group members management is achieved dynamically
by BALADE. The main actors of this architecture, illus-
trated in Figure 7, are:

• The Global Controller (GC) is the source of the mul-
ticast group. Within a sequential multi-source archi-
tecture, and at any time, there is only one GC in the
multicast group.
This entity is responsible for the generation of the
traffic encryption key (TEK) and for the encryption
and the distribution of the secure multicast data to
the group members. The GC ensures also the renewal
of the TEK, at each unit of the multicast data, ac-
cording to the semantic of the application flow.

• The Local Controller (LC) is a group member, form-
ing with its local members a cluster. A local con-
troller must generate and distribute a local key to
its local members, called KEKCSG. Each LC holds
a list of its local members (LPL) and multicasts
the traffic encryption key, sent by the source of the
group, to the members of this list, encrypted with
the KEKCSG; the secure multicast flow is then sent
separately. The KEKCSG is renewed by the local
controller, after each event of join or leave in the
cluster.

The local controllers, managing the clusters of the
multicast group, know the traffic encryption key, and
consequently are able to decrypt the multicast data.
For this reason, a local controller must imperatively
be a member of the multicast group. In addition,
the local controllers are ad hoc nodes, and it is not
reasonable that a non member ad hoc node ensures
the role of a local controller for a group.

A local controller must obtain the permission to form
and manage its cluster, from its parent controller,
which checks the authenticity of the concerned lo-
cal controller and its membership to the multicast
group. In case of authentication success, the parent
controller authorizes the local controller to join the
group of local controllers and sends the ACL (Access
Control List) and RL (Revocation List) lists to it.

• The Group Member (GM) is a member of the list
of nodes, authorized to join the multicast group. A
member of the multicast group can switch to the local
controller state, via an algorithm of election of local
controllers, described in Section 5.4.

5.3 Keys Management and Distribution

The source of the group starts by encrypting data with the
traffic encryption key and sending it to all group mem-
bers, according to the multicast tree established by the
multicast routing protocol. Initially, all the group mem-
bers belong to the cluster managed by the source. Thus,
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Figure 7: Members management in BALADE

they receive the session key in unicast, called KEKCSG−0

(key of the sub-group 0), encrypted with their respective
public keys. Then, dynamically, new clusters will be cre-
ated. Each cluster i is managed by the local controller
LCi and shares a local cluster key KEKCSG−i, managed
by the LCi.

For re-keying, the source of the group multicasts the
TEK to the members of its cluster, encrypted with
KEKCSG−0 and to the group formed by the local con-
trollers, encrypted with their key KEKCCL. The local
controllers, decrypt the message, extract the TEK, re-
encrypt it with their respective local cluster keys and send
it to their local members. Thus, our solution attenuates
the encryption and decryption processes for the local con-
trollers, which have just to decrypt and re-encrypt the
traffic encryption key. We note that each source must
join the group formed by the local controllers, to be able
to send the TEK encrypted with the KEKCCL to the
others LCs. When the source of the group switches from
a node to another, the TEK distribution tree remains po-
tentially little impacted. The KEKCCL is managed by
the current source, and is renewed after each join or leave
of a local controller in the GLC. An illustration of the
TEK distribution process is presented in Figure 8.

The renewal of the traffic encryption key TEK is trig-
gered after each semantic unit of the multicast data, and
follows the same process described above.

5.4 Dynamic Group Clustering: OMCT

Algorithm

BALADE uses a dynamic clustering scheme to divide the
multicast group into clusters and to elect the local con-
trollers, according to their localization compared to the
others group members. This scheme wants to optimize
energy consumption and latency for key delivery. Being
mobility aware, this algorithm needs the geographical lo-
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Figure 8: TEK distribution process

cation information of all the group members in the con-
struction of the key distribution tree. Thus, we assume
that within an ad hoc network, a Global Positioning Sys-
tem (GPS) is available.

During multicast group initialization, every group
member is attached to the group source, called global
controller (GC). This entity is responsible for the TEK
generation and its distribution to all group receivers. In
addition, the GC checks periodically whether the group is
highly correlated, and consequently whether the key dis-
tribution process is optimal. The evaluation of the cluster
cohesion is determined with a cluster cohesion parameter
that we have defined as the centralization index of the
cluster around the LC node:

Cohesion =
M

C
, where:

M = members in the LC range,

C = Cluster members number.

This parameter measures the proximity of the cluster
members compared to their controller. The bigger the
number of members reachable by the controller in one
hop, the closer the factor of cohesion reaches 1. With
this cohesion parameter, we can verify whether a cluster
is strongly correlated or not.

We define Min Cohesion as the minimum threshold
that a cohesion factor of a cluster should not exceed. Oth-
erwise, the controller must take the decision to split the
cluster, and the election of new local controllers LCs ac-
cording to their localization, must be initiated.

The split process optimizes the number of new LCs
while reaching every member of the cluster. This process
is done by the OMCT algorithm [3] (Optimized Multicast
Cluster Tree), whose principles are as follows:

• Clusters are highly correlated, ensuring that all the
local members are reachable directly by their local
controllers (one hop between local members and their
local controllers);

• Two thresholds are fixed in OMCT, the maximum
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and the minimum of the local members in each clus-
ter, ensuring load balancing between clusters.

Once the first clusters are created within the multicast
group, the new LCs become responsible for the local key
management and distribution to their local members, and
also for the maintenance of the strongly correlated clusters
property.

Recursively, and at every moment of a multicast
group session, the group is composed of strongly cor-
related clusters, ensuring that their respective cohesion
is always higher than the defined minimal threshold
Min Cohesion. Figure 9 contains an example of exe-
cution of the OMCT algorithm. Initially, the cohesion
parameter of the cluster managed by node 1 was 4

10
, and

after executing the OMCT algorithm, two new clusters
are created, managed by the nodes 4 and 8, with cohe-
sion parameter equal to 1.

Figure 9: OMCT clustering algorithm

5.5 Mobility Management

Periodically, each LC computes the cohesion parameter
of its cluster. According to the value of this parameter,
it decides to execute or not the OMCT algorithm to clus-
terize its sub-group.

When a member moves within the network, it can
be unreachable by its LC. All LCs send periodically
“LC Queries” messages containing their identities and
their coordinates.

Thus, a member moving in the network, and receiv-
ing LC Queries from LCs, chooses to join the nearest LC,
according to its localization. Figure 10 illustrates this mo-
bility scenario. Then, for its re-authentication and access
control to the multicast group, this member uses a re-
authentication ticket, which is a password encrypted with

the traffic encryption key, and known by all the group
members.

When a LC moves within the network, leaves the group
or disappears due to any resources problems, it must pre-
viously, if possible, send a notification message to all its
local members asking them for moving to others clusters
having nearest LCs. Otherwise, if it is not possible to send
a notification message, local members will, after a period
of time, realize that they have lost their connectivity to
the group, and then will attach to others clusters.
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Figure 10: Nodes mobility

6 Conclusions

In this paper, we have shown that the group key manage-
ment protocols dedicated to operate in wired networks,
are not suited to ad hoc networks, because of the charac-
teristics and the challenges of such environments.

Then, we presented a taxonomy of group key manage-
ment protocols for securing multicast communications in
ad hoc networks, considering the characteristics and the
criteria of such environment, which are nodes mobility
support, energy efficiency and multi-hop awareness. We
discussed these protocols and compared them according
to security and performance metrics, which are the se-
curity services (data confidentiality and integrity, nodes
authentication and revocation, . . . ), the storage cost, the
vulnerabilities or the weaknesses and the scalability.

We presented afterwards BALADE, a group key man-
agement protocol dedicated to operate in ad hoc environ-
ments, to secure multicast communications, according to
the sequential multi-sources model. BALADE is based on
the dynamic clustering approach, using one traffic encryp-
tion key, and several key encryption keys, thus completely
eliminating the overhead induced by the intermediate en-
cryption and decryption operations on the multicast flow,
while attenuating the “1 affects n” phenomenon.

BALADE uses the OMCT (Optimized Multicast Clus-
ter Tree) algorithm to ensure an efficient and fast group
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key delivery, taking into account the localization and the
mobility of nodes, and optimizing energy and bandwidth.

To validate the applicability of the BALADE protocol,
we are implementing a cooperative jukebox application,
playing MP3 streaming, within ad hoc networks. The
application users are grouped in different sub-groups, and
share a common and distributed playlist, from which any
user can choose to add the songs that he/she wants to
listen, as in a classical jukebox.

We are also validating the BALADE protocol, formally,
by using the HLPSL [5] language (High Level Proto-
col Specification Language), and the AVSIPA1 validating
tool, in order to detect the possible security attacks and
vulnerabilities, and consequently to correct them.

To improve the performance of BALADE, we plan to
carry out the reliability of the keys distribution process,
in ad hoc environment, where the packets loss rate is not
negligible.
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