
rization frames are syntactically compatible with 
probabilities from 0.0001 to 0.0746. 

As far as we know, till the present time this is 
the first study on cross-lingual syntactic subcate-
gorization acquisition for Chinese and English 
verbs. Therefore, we analyzed further the acqui-
sition results to uncover some linguistic explana-
tion. Our analysis was performed in two aspects, 
i.e. predicative verbs and bilingual SCF types. 

5.1 Predicative Verbs 

According to a rough summary of observations 
on the corpus, the relations between Chinese and 
English predicative verbs might be classified into 
three groups. 

a. Equivalent predicates: with no syntactic 
contents gained or lost during the proc-
ess of translation. Such as, ‘热爱’ vs. 
‘love’, and ‘购买’ vs. ‘purchase’; 

b. Extended predicates: with some syntac-
tic contents gained either on the Chinese 
or the English side. Such as, ‘相信’ vs. 
‘believe in’, where the English verb ‘be-
lieve’ is extended with a preposition, 
and ‘取来’ vs. ‘fetch’, with the Chinese 
verb ‘取’ complemented by a tendency 
verb ‘来’; 

c. Unparallel predicates: almost unable to 
be translated into the other language still 
as predicate. Such as, ‘please’ vs. ‘高兴’, 
and ‘satisfy’ vs. ‘满意’, for which the 
Chinese verbs are mostly translated into 
English as ‘pleased’ and ‘satisfied’, of-
ten annotated as adjectives by Collins’ 
parser, and the English verbs are usually 
translated into Chinese as ‘使…高兴’ 
and ‘令…满意 ’, where the English 
counterparts are no longer predicates in 
Chinese. 

5.2 Bilingual SCF Types 

In facts, the bilingual SCF types are just another 
kind of representations for relevant syntactic 
structures of bilingual parallel predicates. Our 
experiment seems to show that phenomena of 
cross-lingual subcategorization are quite linguis-
tically comprehensible. The basic bilingual SCF 
types fall into four classes. 

a. Equivalent types: with almost identical 
syntactic argument structures. Such as, 

C1 我们 热: NP[ ] V[ 爱 祖国 。] NP[ ]  
E1: NP[We] V[love] NP[our motherland] . 

C2 那人 走 得极快 。: NP[ ] V[ ] JP[ ]  
E2: NP[The man] V[went] DP[very fast] . 

b. Alternative types: on either the Chinese or 
the English side, the equivalent SCF being 
replaced with its diathesis alternation. 
Such as, 

C1 刘胡兰 被敌人 杀害了 。: NP[ ] BIP[ ] V[ ]  
E1: NP[The enemy] V[murdered] NP[Liu 

Hulan] . 
C2 老孙 把墙 涂 黑 了。: NP[ ] BAP[ ] V[ ] JP[ ]  
E2: NP[Lao Sun] V[painted] NP[the wall] 

AP[black] . 

The Chinese SCF ‘NP BIP V’ in C1 is an 
alternative type of ‘NP V NP’, while ‘NP 
BAP V JP’ in C2 is an alternative of ‘NP 
V JP NP’, and the latter two are equiva-
lent types for their English counterparts. 

c. Derivative types: with one or more onto-
logical arguments derived into non-
ontological ones. Such as, 

C1 大家 要相信: NP[ ] V[ ] 组织NP[ ]。  
E1: NP[We] V[should believe] PP[in the 

organization] . 
C2 这 符合: NP[ ] V[ ] 人民的利益NP[ ]。  
E2: NP[This] V[complies] PP[with the peo-

ple’s interests] . 

The ontological NPs in C1 and C2 are de-
rived into non-ontological PPs in E1 and 
E2. 

d. Extended types: usually with some more 
non-ontological arguments realized on ei-
ther the Chinese or the English side. Such 
as, 

C1 老爸 戒 烟 了。: NP[ ] V[ ] NP[ ]  
E1: NP[Our dad] V[has given] RP[up] 

NP[smoking] . 
C2 她 取: NP[ ] V[ ] 来了QP[ ] 火石 。 NP[ ]  
E2: NP[She] V[fetched] NP[the firestone] . 

The particle argument RP in E1 and the 
tendency verbal argument QP in C2 are 
used to complement the respective verbs. 

And it is obvious that the first two types are 
closely related to equivalent predicative verbs, 
while the other two has a lot to do with extended 
predicative verbs. 

6 Conclusion 

According to our knowledge, this is the first ef-
fort made on cross-lingual subcategorization ac-
quisition for Chinese and English verbs. We, at 



first, automatically extracted sentence pairs with 
possible parallel predicative verbs. Then, by 
means of heuristic methods, our acquisition ex-
periment established a set of 654 basic bilingual 
SCF types for the parallel Chinese and English 
predicates. Further analysis on the experiment 
results shows that phenomena of syntactic sub-
categorization are statistically and linguistically 
compatible. 

Proper achievements from this kind of re-
search would surely benefit some natural lan-
guage processing tasks like machine translation, 
and cross-lingual information retrieval, etc. 

However, there still remains a lot for im-
provement and adjustment, and approaches that 
are more complicated still exist theoretically. For 
instance, English diathesis alternations might as 
well promote the acquisition performance to a 
certain degree, bilingual SCF types for individual 
pairs of parallel verbs are yet to be acquired, and 
some types unseen by the hypothesis generator 
might be recalled by integrating semantic verb-
classification information into the system. 

More essential aspects of our future work will 
focus on improving the performance of the paral-
lel predicate recognizer and the hypothesis gen-
erator, and testing and applying the acquired 
cross-lingual syntactic subcategorization infor-
mation in some concrete NLP tasks. 
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18: NP V AS-NP //5 
19: NP V DP //1,4,160 
20: NP V DP PP //119,127 
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Abstract 

Given a situation where human language 
technologies have been maturing consid-
erably and a rapidly growing range of lan-
guage data resources being now available, 
together with natural language processing 
(NLP) tools/systems, a strong need for a 
global language infrastructure (GLI) is be-
coming more and more evident, if one 
wants to ensure re-usability of the re-
sources. A GLI is essentially an open and 
web-based software platform on which tai-
lored language services can be efficiently 
composed, disseminated and consumed. An 
infrastructure of this sort is also expected to 
facilitate further development of language 
data resources and NLP functionalities. 
The aims of this paper are twofold: (1) to 
discuss necessity of ontologies for a GLI, 
and (2) to draw a high-level configuration 
of the ontologies, which are integrated into 
a comprehensive language service ontol-
ogy. To these ends, this paper first explores 
dimensions of GLI, and then draws a trian-
gular view of a language service, from 
which necessary ontologies are derived. 
This paper also examines relevant ongoing 
international standardization efforts such as 
LAF, MAF, SynAF, DCR and LMF, and 
discusses how these frameworks are incor-

porated into our comprehensive language 
service ontology. The paper concludes in 
stressing the need for an international col-
laboration on the development of a 
standardized language service ontology. 

1 Introduction 

With the recent developments of the Semantic 
Web and progresses of the associated methodolo-
gies and standards, demands for an open and dis-
tributed infrastructure for sharing language re-
sources and technologies can be addressed now on 
a new basis (Buitelaar et al., 2003; Calzolari, 2006). 
In this paper, we call such an infrastructure a 
global language infrastructure (GLI) GLI should 
accommodate language resources and technologies 
world-wide. A GLI thus should inherently address 
multilingual and multicultural issues.  

More precisely, a GLI is an open and web-based 
software platform to which resources can be easily 
plugged in, and on which tailored language ser-
vices can be efficiently composed, disseminated 
and consumed. Here a language service simply 
means a web service whose functionalities are 
generally related to human language; it can range 
from simple dictionary access to more complicated 
linguistic analysis, as well as conversion of linguis-
tic expressions such as translation or paraphrasing.  
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We can mention the following initia-
tives/projects as examples of an obvious effort to-
wards such a language infrastructure: 

• CLARIN1 is committed to establish an in-
tegrated and interoperable research infra-
structure of language resources and technol-
ogy. It aims at addressing the current frag-
mentation by offering a stable, persistent, 
accessible and extendable infrastructure that 
will enable the development of “e-
Humanities”. 

• Language Grid2 provides a language infra-
structure on which language services that 
are useful in intercultural collaboration can 
be composed, delivered, and utilized. On the 
Language Grid, existing language data re-
sources, NLP tools/systems and newly cre-
ated community-based resources can be ef-
ficiently and effectively combined (Ishida, 
2006). In addition, the Language Grid pre-
sents an operation model to address compli-
cated issues associated with intellectual 
property rights and contracts (Ishida et al., 
2008). 

These two initiatives share issues of interopera-
bility and reusability of language data resources 
and NLP tools/systems, even though their primary 
objectives are totally different. This calls for an 
opportunity to work out a common strategy for 
these crucial issues. 

With this background, this paper argues that a 
GLI should be ontology-based, and presents a 
high-level configuration of the ontologies, which 
are integrated into a comprehensive language ser-
vice ontology. This paper also examines relevant 
ongoing international standards, and discusses how 
these frameworks can be ontologized and incorpo-
rated into the comprehensive language service on-
tology. 

2 Dimensions of GLI 

2.1 Objectives of GLI 

Needs for a language infrastructure have originally 
emerged from research fields including NLP and a 
range of e-sciences, which require mining from 
textual resources. For example, Klein and Potter 

                                                 
1 http://www.clarin.eu/ 
2 http://langrid.nict.go.jp/ 

(2004) presented two use cases; one is a work-
bench for NLP researchers, and the other is a text-
mining tool for e-science researchers who are not 
necessarily NLP experts.  

More recently, CLARIN explicitly targets its us-
ers to communities of e-humanities, and tries to 
offer its services to: 

• The different communities of linguists to 
optimize their models and tools to the bene-
fit of all who are using language material, 

• Humanities scholars in the broad sense to 
facilitate access to language resources and 
technology, and 

• The society as a whole to enable lower 
thresholds to multicultural and multilingual 
content.  

In contrast, the Language Grid has been 
launched for providing a language infrastructure 
for supporting verbal, particularly cross-language, 
communications that are observed in activities of 
intercultural collaboration. To achieve this goal, 
the Language Grid provides an environment in 
which existing NLP tools/systems and newly cre-
ated community-based language data resources can 
be efficiently combined. A number of communica-
tion tools are publicized on the project web site. 

Here we should remark that (1) the user of a 
GLI is not necessarily an NLP expert, and (2) not 
only language data resources but NLP 
tools/technologies and their useful combinations 
are involved in a GLI. 

2.2 Types of users in GLI 

Users, or participants, of a GLI can be classified 
into the following types: 

• A language resource provider who dis-
seminates a language resource or NLP func-
tionality in the form of a language service 
by wrapping it as a web service, 

• A language service composer who com-
poses a composite web service by combin-
ing atomic language services, and 

• A language service end user who simply 
consumes a language service. 

From a language infrastructure perspective, it is 
of crucial importance to provide useful support for 
a language resource provider in creating the wrap-



pers, and for language service composers in au-
thoring composite language services. To these ends, 
a standardized framework for describing language 
data resources and NLP tools/systems is strongly 
required (Hayashi, 2007). 

2.3 Technical ingredients of GLI 

As implied from the discussions so far, technical 
ingredients of a GLI are: (1) NLP tools/systems 
ranging from dictionary access systems and lin-
guistic analyzers to machine translation systems, 
and (2) language data resources, such as lexicons 
or corpora. In addition to these, a GLI has to be 
aware of abstract linguistic objects such as linguis-
tic expression, linguistic annotation or even lin-
guistic meaning, because these types of abstract 
objects comprise the data to/from NLP 
tools/systems, as well as content of language data 
resources. 

3 Ontologies for a GLI 

3.1 Necessity of a comprehensive ontology 

In principle, most of the existing language data 
resources and NLP tools/systems have been cre-
ated independently, resulting in a situation where 
data format, annotation scheme, access method and 
other features are all idiosyncratic. This obviously 
will be a burden for establishing a GLI which en-
sures interoperability and reusability of language 
data resources and NLP tools/systems. To address 
this issue, standardization is inevitable: standard-
ized APIs are necessary for NLP tools/systems; 
standardized data semantics as well as data format 
are required for language data resources. In addi-
tion and importantly, these standards should be 
designed based on a comprehensive shared ontol-
ogy which covers all possible elements of a GLI. 

3.2 Triangular view of a language service 

In order to facilitate the development of a compre-
hensive ontology, it should be divided into appro-
priate sub-ontologies, each covering a grouped set 
of elements. Figure 1 shows a triangular view of a 
language service. Note that a language service is 
provided by a language process, not solely by lan-
guage data or linguistic objects. Therefore lan-
guage processes should be placed at the vertex of 
the triangle. A language process, in general, proc-
esses a linguistic expression which may or may not 
be linguistically annotated. We denote abstract ob-

jects such as linguistic expression or linguistic an-
notation as linguistic object. Linguistic objects 
may comprise a language data resource such as a 
corpus or lexicon; hence it would be utilized by a 
language process. This triangular view of a lan-
guage service gives us a foundation on which nec-
essary sub-ontologies are developed.  

Figure 1: Triangular view of a language service. 

3.3 Top-level of the language service ontology 

Figure 23 illustrates the top-level of the language 
service ontology that is configured according to the 
language service triangle depicted in Fig 1. Each 
box in the figure denotes a top-level class in the 
ontology, which is defined in further detail by a 
sub-ontology. Among these top concepts, Lan-
guageService is the top-most concept. As dis-
cussed with the language service triangle, a lan-
guage service is provided by LanguageProc-
essingResource which takes Linguis-
ticExpression as input/output and uses Lan-
guageDataResource. Note that a language 
data resource does not provide a language service 
by itself; it is always used through an access 
mechanism which is an instance of some sub-class 
of the processing resource class. 

Figure 2: Top-level of the language service  
ontology. 

 

                                                 
3 All the figures (except Fig.1) were produced with the On-
toViz plugin of the Protégé ontology editor. 
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In further detailing the sub-ontologies, we be-
lieve it to be important to incorporate related inter-
national standards.In this sense, we have been 
looking at frameworks for linguistic annotation and 
lexicon modeling that have been discussed in in-
ternational standardization bodies. The frameworks 
for linguistic annotation are incorporated into our 
ontology not only for specifying the input/output 
data of NLP tools, but also for defining the content 
of corpora. On the other hand, the framework for 
lexicon modeling is introduced to have a formal 
foundation for developing a taxonomy of lexicon 
classes, which are obviously subclasses of the lan-
guage data resource class. 

4 Ontology for Linguistic Annotations 

Figure 2 also depicts an ontological configuration 
for abstract linguistic objects such as linguistic ex-
pression, linguistic meaning and linguistic annota-
tion. It says: (1) a linguistic expression (Lin-
guisticExpression) in a language denotes 
some meaning (LinguisticMeaning), even if 
it is not explicitly represented, (2) a linguistic ex-
pression should be the input or the output of a lan-
guage process, and (3) a linguistic expression can 
be multiply annotated (LinguisticAnnota-
tion). The last point is of crucial importance, be-
cause any framework for linguistic annotation has 
to be able to accommodate multiply layered anno-
tations, given the possibility that the target linguis-
tic expression would be annotated by more than 
one analyzer, each of which possibly doing its job 
on a different linguistic level. Among the linguistic 
objects, ontological configuration for the linguistic 
annotation should be most carefully designed with 
respect to the interoperability and reusability of 
language data resources and NLP tools, because 
the data to/from a linguistic analyzer, as well as the 
content of a language data resource should be rep-
resented as linguistic annotation. 

Frameworks that are necessary for standardized 
linguistic annotations have been actively devel-
oped and disseminated by the ISO TC37/SC4 4 
committee; these include LAF (Linguistic Annota-
tion Framework) (Ide and Romary, 2006), MAF 
for morphosyntactic annotation (Clément and de la 
Clergerie, 2005), SynAF for syntactic annotation 
(Declerck, 2006), and others. Among these, the 

                                                 
4 http://www.tc37sc4.org/ 

LAF is the most general umbrella framework, and 
the other frameworks inherit the basic properties of 
LAF. As these frameworks have not been defined 
in the form of an ontology, we decided to ontolo-
gize these frameworks and incorporate them into 
the language service ontology. Here to ontologize 
simply means to give OWL (Web Ontology Lan-
guage) (McGuinness and Harmelen, 2004) specifi-
cations to relevant parts of the framework. 

Figure 3 illustrates a high-level configuration of 
the sub-ontology for linguistic annotations. This 
configuration corresponds to the LAF framework. 
As shown in the figure, a linguistic annotation has 
a start position and an end position for designating 
the span of annotation in the target linguistic ex-
pression5. This allows us to implement so-called 
stand-off annotation, and hence enables multiple 
annotations on the same data set. It also accommo-
dates a feature structure for representing the anno-
tation content. 

Figure 3: Configuration for LAF. 
 

As noted in (Declerck et al., 2007), the LAF 
does not provide specifications for content catego-
ries; instead it includes a DCR (Data Category 
Registry) (Wright, 2004) that contains pre-defined 
data elements and schemas that may be used in 
annotations. Current configuration of the data 
categories does not induce taxonomical structure. 
Nevertheless the linguistic annotation class should 
be further organized into sub-classes based on 
which data categories should be included.  

Figure 4 summarizes the ontological configura-
tion for MAF and SynAF, introducing classes for 

                                                 
5 In LAF, this is called primary data. 



segment (SegmentAnnotation), syntactic con-
stituent (SyntacticAnnotation), and de-
pendency relation (DependencyRelation).  
Note that these classes have been explicitly intro-
duced, although these, in principle, should be rep-
resented with the feature structures. Although it is 
not depicted in the figure, the feature structure for 
representing morpho-syntactic annotation attached 
to a segment should be restricted to only include 
MAF conformant data categories. A similar story 
should apply to SynAF. As proposed in (Declerck, 
2006), SynAF is designed to be able to represent 
two syntactic properties of a human language: con-
stituency and dependency. Therefore the syntactic 
annotation class should be defined to have a spe-
cialized feature structure whose node type is re-
stricted to the categories defined in the data cate-
gory sub-profiles for constituency relation or de-
pendency relation. 

Figure 4: Configuration for MAF and SynAF. 
 

With the ontology described so far, any linguis-
tic expression in the proposing language service 
ontology can be typed according to the type of lin-
guistic annotation it has. This type information can 
be effectively utilized in dynamic composition of 
composite services, in which checking of the in-
put/output constraints given in the meta-
description of a processing resource is necessary.  

5 Ontology for Lexicons 

The class for language data resource (Language-
DataResource) is currently organized by sub-
classes for corpus (Corpus) and lexicon (Lexi-
con). The corpus class can be further organized 
into subclasses according to the type of content, 
where type can be defined by the type of annota-
tion of the content. Thus we can have an interrela-
tion between the corpus ontology and the linguistic 
annotation ontology.  

Similarly but not identically, the lexicon class 
should be organized into subclasses by the type of 
lexical content, and the type should be defined 
based on the features of a lexical entry in the target 
lexicon. Here we have an opportunity to incorpo-
rate ongoing standardization work in lexicon mod-
eling into our language service ontology. To do 
this, we have first ontologized parts of the LMF 
(Lexical Markup Framework) (Francopoulo et al., 
2006) which is also in the process of standardiza-
tion by ISO TC37/SC4, and then connected these 
with the lexicon class taxonomy. 

The ultimate goal of LMF, as stated in (ISO DIS 
24613:2007), is to create a modular structure that 
will facilitate true content interoperability across 
all aspects of electronic lexical resources. The 
modular structure of LMF consists of a core pack-
age and a number of extensions for modeling a 
range of machine readable dictionaries (MRDs), 
and NLP lexicons. These LMF extensions are ex-
pressed by extending the LMF core package, en-
couraging us to ontologize them by organizing the 
classes defined in the core package as subclasses of 
the top LMF class. 

Figure 5: Configuration for LMF core model. 
 

Figure 5 illustrates the ontological configuration 
for the LMF core model, while Figure 6 shows a 
part of the LMF NLP Semantics extension, which 
is associated in particular with the lexical semantic 
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notions of the extension. As seen in these examples, 
ontologization of LMF is rather straightforward.  

Then the questions should be: 
• How can we define the taxonomy of the 

lexicon while referring to the ontologized 
LMF? 

• How can we define a class for lexicon ac-
cess, which is a sub-class of the processing 
resource (LexiconAccessor), while re-
ferring to the ontologized LMF? 

Figure 7 shows a taxonomy of the lexicon class, 
stating that each of the lexicon subclasses is de-
fined in terms of the type of the lexical entries de-
fined in the ontologized LMF. For example, Bi-
lingualDicctionary, a sub-class of MRD, is 
defined by hasLexicalEntry property whose 

range is restricted to BilingualLexicalEn-
try, which, in turn, is a descendant class of 
LexicalEntry. In order to incorporate some 
new type of lexicon, we have to first introduce a 
new sub-class, then appropriately place it some-

Figure 6: Configuration for LMF NLP Semantics. 

Figure 7: Taxonomy of lexicon class. 



where in the lexical entry class in the ontologized 
LMF and finally relate it to the lexicon taxonomy. 

Figure 8: Configuration of lexicon accessor class. 
 

Figure 8 summarizes the ontological definition 
for the lexicon accessor class; its input is restricted 
to a sub-class of the linguistic expression class 
(LexiconAccessQuery), whereas the output is 
restricted to LexiconAccessResult which is 
also a sub-class of the linguistic expression class. 
The former is defined to have properties for query 
conditions, while the latter is restricted to denote 
an instance of DictionaryMeaning, which is a 
sub-class of Meaning. Note that the dictionary 
meaning would be realizedBy an instance of 
the Sense class in the ontologized LMF. Here we 
have an explicit interrelation between the part of 
language service ontology with the LMF ontology. 
Note also that the Sense instance is associated 
with an instance of LexicalEntry class, and 
the associated Form instance should match with 
the linguistic expression given in the input query to 
the lexicon accessor. A deep constraint like this, 
however, is unfortunately beyond the representiv-
ity of the OWL formalism, hence not explicitly 
encoded. To encode such a deep constraint, the 
notion of process have to be introduced with a 
framework (e.g. SWRL) (Horrocks, et al., 2003) 
for expressing complicated logical relationships. 

6 Related Work 

Klein and Potter (2004) sketch an ontology for 
NLP services with OWL-S specifications. Their 

proposal unfortunately did not include ontologies 
for abstract linguistic objects such as linguistic an-
notations. Hayashi (2007) proposed a linguistic 
service ontology in the context of the Language 
Grid. Although it discussed a taxonomy for NLP 
tools, it did not present any details on the linguistic 
annotation and lexicon modeling.  

LT World (Jörg and Uszkoreit, 2005) is a com-
prehensive knowledge portal for language tech-
nologies. One of the unique features of LT World 
is that it is based on a multi-dimensional ontology. 
For example, it classifies language technologies 
into such dimensions as: application, linguality, 
languages, technologies, linguistic area, and lin-
guistic approach. This part of the ontology could 
be incorporated into our ontology especially for 
specifying the language processing resources. 

Several relevant frameworks around language 
data resources have been actively developed by 
ISO TC37/SC4. As noted in this paper, we will 
carefully observe the activities, and incorporate the 
results as much as possible into our language ser-
vice ontology. Among these, future development 
of the DCR will be of importance. That is, by de-
veloping an ontology for linguistic categories on 
top of the basic DCR data categories, we will have 
an opportunity to explicitly define relations among 
the data categories in our language service ontol-
ogy. In this regard, our approach to the ontology 
for linguistic categories is in some degree different 
from the one taken by GOLD (Farrar and Langen-
doen, 2003), where not only linguistic categories 
but complex relations among them are fundamen-
tally defined within the central ontology.  

7 Concluding Remarks 

A global language infrastructure (GLI) an open 
and web-based software platform on which tailored 
language services can be efficiently composed, 
disseminated and consumed. Given the increas-
ingly realistic scenario in which language data re-
sources and NLP tools/systems will be ubiquitous 
on the web, a comprehensive ontology (language 
service ontology) for describing these elements 
will be vital in addressing such issues in interop-
erability and reusability. 

In this paper, we have examined a triangular 
view of a language service, which consists of lan-
guage processing, language data, and linguistic 
objects. Based on this definition, we have pre-
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sented a top-level ontology configuration along 
with an essential set of sub-ontologies; these in-
clude ontologies for processing resources, lan-
guage data resources, linguistic annotations, and 
lexicons. Among these, the ontologies for linguis-
tic annotations and lexicons have been substan-
tially detailed while referring to the ISO frame-
works LAF, MAF, SynAF, DCR, and LMF. In do-
ing so, we ontologized an essential part of these 
frameworks, and incorporated them into our com-
prehensive language service ontology. 

We strongly believe that although the results 
presented in this paper are still preliminary, the 
resulting language service ontology will be essen-
tial in defining an ontology-based GLI. Obviously, 
we still have to provide further detail for the pre-
sented sub-ontologies by looking at concrete lan-
guage data resources and NLP tools/systems for a 
range of human languages. In parallel, we will 
need to develop an approach for handling any dif-
ferences in desired expressiveness inherent to the 
objective of a GLI; e.g., a language research infra-
structure may require precise linguistic descrip-
tions, while an infrastructure for NLP applications 
might demand more coarse-grained linguistic de-
scriptions, while focusing rather on detailed com-
municative aspects.  

To conclude, in reaching an ontology-based GLI, 
we will need to establish a community of experts 
from a range of relevant research areas and human 
languages. We sincerely hope that this paper will 
contribute to the initiate such an initiative. 
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Global Interoperability: 
How Can We Get There? 
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Over the past two decades, the notion of “interoperability” has meant different things for the 
natural language processing (NLP) community. Twenty years ago, NLP researchers had many of 
the same desiderata as most computer users: software that could run on any platform, and data in 
formats that could be immediately input to software for which it was not originally designed 
without substantial programming effort to transduce it. Platform independence has been largely 
achieved at this time, and, due to continued efforts since the late 1980’s, we are beginning to see 
some convergence in the use of common, reusable data formats for language resources. In recent 
years, efforts toward interoperability have focused on harmonizing linguistic categories—
including everything from part of speech categories to semantic and discourse-level information. 
The universal use of common annotation categories has obvious advantages, especially for 
linguistic information that requires a significant amount of manual intervention to produce: it 
would enable the distribution of annotation effort, and, perhaps more crucially, it will enable 
studying interactions across linguistic levels, which is undoubtedly the next major step to improve 
NLP. The development of common linguistic descriptors poses the major challenge to the NLP 
community today, and which is the focus of many of the papers at this conference. But as we 
continue to work toward this interim goal, it is useful to step back and consider the longer-term 
goals we are aiming to reach, and the shape that a truly global language processing infrastructure 
may eventually take. 

Our ultimate vision of language understanding by machine is, at this point, the stuff of science 
fiction, where computers are indistinguishable from humans (except, perhaps, in their super-
human ability to understand or generate even newly encountered languages). We can imagine that 
this would require a processing system with a configuration similar to that of the human brain, 
consisting of billions of neurons knitted together in a complex network of connections. Although 
this kind of language network is likely to remain far beyond our capabilities for some time to 
come, we can envision an interim solution that takes a step in that direction: a fully interlinked, 
globally distributed network of multilingual language resources and language processing tools 
that are accessible for dynamic NLP, such that as soon as language data is accessible, either in 
spoken or written form, it is immediately rendered into some representation that enables retrieval 
of the information it contains. Very faint glimmers of this kind of network are in existence today, 
in the Global WordNet and projects such as Kyoto University’s Language Grid. But it is 
humbling to consider how far we are even from this interim vision. What will it take for us to get 
from here to there? 

My presentation will outline some possible scenarios for global interoperability in the future, and 
consider the steps we are currently taking as well as those we may take to create a global 
infrastructure for language processing. It will, hopefully, provide a context for discussion both 
among the members of the NLP community attending this conference concerning the directions 
and goals of NLP research for the foreseeable future. 
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Abstract 

The Language Grid is an initiative to build an in-
frastructure that allows end users to create new 
language services for their intercultural / multilin-
gual activities. To this end, language resources (in-
cluding data and programs) are wrapped to form 
Web services that users can combine easily to real-
ize workflows that suit their own activities. There 
are four types of stakeholders in the Language 
Grid: Language Resource Provider, Computation 
Resource Provider, Language Service User, and 
Language Grid Operator (who coordinates the 
other stakeholders). Though there can be various 
operation models for the Language Grid, we pro-
pose a non-profit operation model in this paper. 
This model limits the usage of language services 
solely to non-profit operations, tries to match the 
incentives of stakeholders, and manages various 
problems associated with intellectual property 
rights, user privacy, and operation costs.  

1 Introduction 

In 2002, we conducted a six month experiment 
called the Intercultural Collaboration Experiment 
(ICE2002) to develop open source software with 
Chinese, Korean and Malaysian colleagues (No-
mura et al., 2003). We thought that machine trans-
lation would be useful in facilitating intercultural 
activities. We gathered machine translators to 
cover five languages: Chinese, Japanese, Korean, 
Malay and English. More than forty students and 
faculty members joined this experiment during 

which they discovered the accessibility and usabil-
ity of machine translators. 

Even though there are many language resources 
(both data and programs) on the Internet (Choukri, 
2004), many ongoing intercultural collaboration 
activities are still lacking multilingual support. We 
have been working with nonprofit organizations to 
investigate the requirements placed on the Lan-
guage Grid. One NPO1 have been creating a “uni-
versal playground” for kids around the world. To 
plan activities among Japan, Korea, Kenya and 
Austria, volunteer facilitators had to use their own 
dictionaries for performing translations. Another 
NPO2 assisting foreign patients must use multilin-
gual parallel texts for medical support. However, 
most end users have no way of employing the ex-
tant language resources, because of complex intel-
lectual property rights, non-standardized technical 
interfaces, and so on. If technologies were avail-
able that could provide software to coordinate 
stakeholders, to combine language resources, and 
to create language services for end users, it is 
likely that people will start to use language re-
sources in daily life (Ishida et al., 2007).  

The Language Grid project (Ishida, 2003) aims 
at wrapping language resources as Web services so 
as to make it easy to manage intellectual property. 
Language Grid Users can take three different 
roles: Language Resource Provider, Computation 
Resource Provider, and Language Service User. 
To conclude agreements between Language Grid 
                                                           
1 NPO Pangaea. http://www.pangaean.org/. 
2 Kyoto Center for Multicultural Society 
http://www.tabunka.jp/kyoto/. 



Operator and Language Grid User, we need to dis-
cuss operation models of the Language Grid3.  

Though various operation models are possible 
for the Language Grid, this paper proposes a non-
profit operation model, which limits the usage of 
language services to non-profit activities. The 
model is designed to fulfill the requirements of all 
stakeholders. Because the model is intended for 
non-profit use, universities or research institutes 
should be able to operate the Language Grid, and 
thus the cost of operation should not be too large. 
The rest of paper describes the service layer, 
stakeholders, requirements, and proposed operation 
model of the Language Grid. 

2 Service Layer 

2.1 Service Layer of the Language Grid 

As shown in Figure 1, the Language Grid consists 
of four service layers.  
 

P2P Grid Infrastructure

Language Services
(backtranslations, specialized translations, ….)

Intercultural Collaboration Tools

Language Resources
(machine translations, morphological analyzers, 

dictionaries, parallel texts…)

P2P Grid Infrastructure

Language Services
(backtranslations, specialized translations, ….)

Intercultural Collaboration Tools

Language Resources
(machine translations, morphological analyzers, 

dictionaries, parallel texts…)

 
Figure 1. Service Layer 

 
a) Intercultural Collaboration Tools 
 Collaboration tools are developed using lan-

guage services explained below. Though the 
Language Grid provides several tools, new 
tools can be developed by Language Service 
Users, and also existing tools can be multilin-
gualized. 

b) Language Services 
                                                           
3 Besides language and computation resource providers, 
we need to consider providers of Web service wrappers, 
Web service workflows, and various multilingual col-
laboration tools that use the Language Grid. To simplify 
the discussions, we do not explicitly mention those 
stakeholders in this paper. We assume that the above 
software, as well as Language Grid software that run on 
Language Grid servers, are already licensed to the Lan-
guage Grid Users. 

 Various language services will be available by 
combining existing language resources. We al-
ready implement Web service workflows in-
cluding back translations4 and domain spe-
cific translations. Language Service Users can 
easily add new language services to the Lan-
guage Grid by themselves.  

c) Language Resources 
Various language resources will be provided as 
atomic Web services on a standardized inter-
face. Language Resource Providers can easily 
add new language resources to the Language 
Grid, and access the usage statistics of their re-
sources. 

d) P2P Grid Infrastructure 
This infrastructure organizes multiple servers 
on the Internet to fulfill end users’ requests. 
Computation Resource Providers can add their 
servers to the P2P Grid, and access the usage 
statistics of their resources.  

2.2 Intercultural Collaboration Tools 

The Language Grid provides several multilingual 
communication tools that combine community dic-
tionaries and machine translators.  
a) Langrid Input 

A multilingual input interface for existing col-
laboration tools. As shown in Figure 2, input 
texts are translated, in real time, into various 
languages and sent to collaboration tools. Lan-
guage Service Users can multilingualize exist-
ing tools by attaching Langrid Input interfaces 
to them. Users can also edit dictionaries of 
community vocabularies5. 

b) Langrid Chat 
A chat tool with multilingual translations. Us-
ers can read and write messages in their first 
language. Langrid Input is used as a text input 
interface. 

c) Langrid Blackboard 
A tool for summarizing and sharing multilin-
gual information. Users can create cards in 
their first languages and post them in a shared 
workspace. The texts on the cards are immedi-

                                                           
4 To allow users to check the accuracy of translation, 
collaboration tools often provide back translation, 
which translates the translated sentences into the origi-
nal input language. 
5 Natural Disaster Youth Summit Committee has been 
using NGO iEARN’s BBS with the Langrid Input. 
http://ndys.jearn.jp/ 
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ately translated into different languages. This 
tool is useful for international meetings. Lan-
grid Input is used as a text input interface6. 
 

Community Dictionary

Japanese -> English Translation

Back Translation

Translation

Input

Community Dictionary

Japanese -> English Translation

Back Translation

Translation

Input

 
 

Figure 2. Langrid Input 
 

2.3 Language Services 

Among existing research studies, EuroWordNet 
(Vossen, 1998) and Global WordNet Grid (Fell-
baum and Vossen, 2007) are pioneer works on 
connecting dictionaries in different languages 
based on word semantics. The Language Grid, 
however, is a trial to build an infrastructure that 
can combine language services by combining the 
incentives of stakeholders. 

The Language Grid uses WS-BPEL to describe 
workflows, and uses the WS-BPEL engine to exe-
cute them; the engine sequentially invokes Web 
services as specified in the workflow. The follow-
ing language services are available in the Lan-
guage Grid: 
a) Atomic service: A Web service that corre-

sponds to individual language resource. For 
example, bilingual dictionaries, parallel texts, 
morphological analyzers, and machine transla-
tors. 

b) Composite service: An advanced service de-
scribed by a workflow that combines several 
atomic services. For example, multiple dic-
tionary search, domain specific translations, 
and back translations. 

Figure 3 shows a typical composite service: sev-
eral atomic services are combined to create domain 
specific translation.  
                                                           
6 Tools are available from http://langrid.nict.go.jp/. 
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Figure 3. Example of Composite Service 
 

2.4 Language Resources 

The Language Grid can grow through the volun-
tary efforts of Language Grid Users. The more us-
ers provide resources, the more they appreciate the 
benefits of the resources. However, to create the 
initial seed, we need machine translators and mor-
phological analyzers for both European and Asian 
languages.  

To use language resources, we need to wrap 
them as Web services. Language Service Users can 
register Web services and share them via the Lan-
guage Grid. For this purpose, standardization of 
access entry is quite important (Calzolari 2002). 
We started working on Language Service Ontology, 
which standardizes the interfaces for wrapping 
language resources (Hayashi and Ishida, 2006) 
(Hayashi et al., 2008). 
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Figure 4. Available Machine Translators 

 
To increase the flexibility of composing lan-

guage services, a wide variety of language re-
sources must be registered. However, available 
language resources are often limited. Figure 4 
shows the machine translators available in the cur-
rent Language Grid. English is often the hub of 
translation, and that makes back translation com-
plex. If we use Japanese-German back translation, 
we have to combine four translators provided by 



different organizations7. We have observed how 
the quality of translation effects communication 
(Yamashita and Ishida, 2006). The findings have 
contributed to the development of new technolo-
gies to coordinate multiple machine translators. 

2.5 P2P Grid Infrastructure 

The P2P Grid Infrastructure is aimed at connecting 
servers around the world. As shown in Figure 5, 
the P2P Grid consists of two kinds of servers: core 
nodes and service nodes. 
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Figure 5. P2P Grid Infrastructure 

 
Core nodes manage registered language services. 

They provide the search functions used by lan-
guage services. Based on users’ requests, core 
nodes invoke composite Web services by execut-
ing workflows. Information of language resources 
is shared among all core nodes. As a result, same 
services are provided, regardless of which core 
node is accessed by the user. The core nodes also 
control access to service nodes.  

The service nodes deploy various language re-
sources as Web services. The Language Grid sets 
basic authentication functions on the service nodes. 
Therefore, access from nodes other than core nodes 
is not accepted by service nodes.  

There already exist several efforts to combine 
language processing programs: Heart of Gold 
(Callmeier et al., 2004), and UIMA (Ferrucci and 
Lally, 2004). Though there are similarities between 
Heart of Gold, UIMA and the Language Grid, their 
focuses are orthogonal. Heart of Gold and UIMA 
                                                           
7 NPO Pangaea has been used Japanese-Korean and 
English-German translations with their own dictionaries, 
but does not use Japanese-German translation because 
of quality of back translation. 

aim at allowing language processing programs 
with variable interfaces to share data, while the 
Language Grid focuses on managing the intellec-
tual property associated with language resources 
(both data and programs) via the Web service ar-
chitecture. We started bridging Heart of Gold and 
the Language Grid and will apply the results to 
combine UIMA and the Language Grid. 

3 Stakeholders and Requirements 

3.1 Stakeholders 

As shown in Figure 6, the term “Language Grid 
User” means the three types of stakeholders. 
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Figure 6. Stakeholders 

 
Language Resource Providers register language 

resources, Computation Resource Providers regis-
ter servers with the Language Grid, and Language 
Service Users use registered language and compu-
tation resources. Language Grid Operator con-
cludes agreements with the Language Grid Users 
and manages language and computing resources. 

3.2 Requirements 

To design a non-profit operation model, we should 
first collect the requirements of the stakeholders. 
University laboratories and research institutes are 
expected to join the Language Grid as Language 
and Computation Resource Providers, and various 
NPOs, NGOs and public sectors are expected to 
join as Language Service Users. To create a non-
profit operation model, we need to understand the 
following situations and requirements from stake-
holders.  
• Machine translators are often developed and op-

erated by for-profit companies, and are provided 
for profit. However, if the application area of the 
Language Grid does not conflict with an already 
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existing business market, we can collaborate 
with those companies and receive a substantial 
discount on prices. One solution is that universi-
ties, research institutes or large NGOs voluntar-
ily buy translation services and provide them to 
the Language Grid without any charge8.  

• Morphological analyzers and other language 
processing programs are often developed by re-
search institutes or universities. In many cases, 
researchers can provide their resources without 
any charge for research purposes. Even if the 
goal is not for research, if their use can be re-
stricted to non-profit, researchers often agree to 
provide their resources. For profit tools, however, 
are seldom free and contracts cannot be con-
cluded uniformly. 

• Multilingual dictionaries and multilingual paral-
lel texts may or may not be free. Even for non-
profit use, if the resources are already being sold, 
difficult problems exist with regard to the distri-
bution of those resources without charge. Since 
the Language Grid is based on Web services, 
however, there is a chance of making those re-
sources freely available by setting an upper limit 
to daily access number. 

• Most language resource providers are willing to 
disseminate the fruit of their research and devel-
opment, expecting their resources to be widely 
used and to contribute to intercultural activities. 
However, they require that the provided re-
sources are used properly following the agree-
ment they signed. 

The Language Grid is based on Web service tech-
nologies to combine software on the Internet. What 
Language Grid offers is, however, not only com-
posite Web services but also an infrastructure 
wherein stakeholders can provide and/or use lan-
guage resources by mutual consent, understanding 
and solving the intellectual property issue in each 
case. To meet this goal, as described in detail in 
Section 4, we need a Language Grid Service Man-
ager that allows stakeholders to monitor the grid 
and to set and confirm information necessary for 
their participation.  

We should also consider that Language Grid 
Operators of non-profit models are often laborato-
ries of university or research institutes. We should 
                                                           
8 At the starting point of Language Grid operation, we 
negotiated with commercial companies to provide the 
machine translators illustrated in Figure 4. 

make the costs of operation as small as possible. 
Those Operators may not be able to handle per-
sonal information, nor invoices or transactions for 
the fee-based usage of language resources. 

4 Non-Profit Operation Model 

4.1 Language Grid Users 

A Language Grid User could be more than one 
type of stakeholder at the same time. For example, 
a university that is providing a morphological ana-
lyzer might use a machine translation engine pro-
vided by another stakeholder. In this case, the uni-
versity is a Language Service User as well as a 
Language Resource Provider. Therefore, we call 
all three types of stakeholders Language Grid Us-
ers. Language Grid Users are required to conclude 
an agreement with the Language Grid Operator.  

The term “non-profit use” in this paper means 
the use by individuals, the use by public agencies 
or nonprofit organizations for their main busi-
nesses or for research, and the use by for-profit 
organizations for social contribution. Note that we 
do not exclude for-profit contracts concluded out-
side of the Language Grid to provide language re-
sources with charge. What we strictly exclude is to 
use language resources provided via the Language 
Grid for profit purposes. 

Language Grid Users are, in most cases, ex-
pected to be public agencies or non-profit organi-
zations. However, private enterprises are eligible to 
be Language Grid Users if they use the Language 
Grid for voluntary social action programs, or they 
behave just as Language Resource Providers9. In-
dividuals can also be Language Grid Users. For 
example, when a researcher working for a private 
enterprise provides language resources for which 
he/she holds the copyright, the person is eligible to 
become a Language Grid User. 

4.2 Language Resource Providers 

The Language Grid Operator makes language re-
sources accessible via the Language Grid for non-
profit use. The Operator can, with Providers’ con-
sent, select or change the computation resources in 
which Providers’ language resources are deployed.  

Language Resource Providers can set a copy-
right notice and/or any licensing policy informa-
                                                           
9 NTT Communication Science Laboratory provides 
Mecab, a Japanese morphological analyzer. 



tion in the Profile of their language resources using 
the Language Grid Service Manager. Providers can 
also enter a URL to a Web site that describes the 
license.  

The Language Service Users can view the pro-
file. Furthermore, when their language service is 
used, the Language Grid sends copyright and li-
cense information to the Users, so that they can 
display the copyright and license information on 
their collaboration tools.  

Language Resource Providers can monitor sta-
tistics on how their resources are being used. Pro-
viders can monitor the following information.  
• Total number of accesses of each user to pro-

vided language services per year, month, and 
day.  

• The registration information (name of organiza-
tion, responsible person, email address, URL, 
etc. ) of users of provided language services  

Language Resource Providers can control access to 
the language resources as follows. 
• Language Resource Providers can permit or 

deny access by certain users by setting access 
rights. When a Provider registers a language re-
source, its default setting is that no Language 
Service User is allowed to access it. The Pro-
vider then configures the settings to give permis-
sion to users. Language Resource Providers can 
also set the effective period of the access right.  

• Language Resource Providers can restrict the 
total number of accesses per year, month, and 
day to their resource to prevent inappropriate us-
age. They can also set the effective period for 
each access frequency restriction.  

• Language Resource Providers can restrict the 
amount of data transferred per year, month, and 
day to prevent the download of all data in their 
resources. Furthermore, they can set the effective 
period for data transfer. The maximum volume 
of data transfer per access can be set as well.  

If, for some reason, Language Resource Providers 
want to provide their resources as paid services, 
they should negotiate directly with Language Ser-
vice Users10. The Operator will not be involved in 
any contracts wherein language resources are pro-
vided with charge. 

If Language Resource Providers need any de-
tailed log information, they should negotiate di-
                                                           
10 It is prohibited to provide any language resource ob-
tained from the Language Grid as paid services. 

rectly with Language Service Users for obtaining 
such information. To protect the privacy of Lan-
guage Service Users, Language Grid Operator will 
not store or collect any log information other than 
statistics.  

If necessary, Language Resource Providers can 
suspend the use of their resources. Providers can 
stop provision of the resources by notifying the 
Language Grid Operator. Language Resource Pro-
viders have no responsibility for any direct or indi-
rect damage caused by use of Providers’ resources.  

4.3 Computation Resource Providers 

The Language Grid Operator makes computation 
resources available for non-profit purposes. The 
Operator can, with Providers’ consent, select or 
change the language resources that can be de-
ployed on Providers’ computation resources.  

Computation Resource Providers have rights 
similar to Language Resource Providers. Computa-
tion Resource Providers can obtain the registered 
information of Language Service Users who access 
their computation resources. Language Grid Ser-
vice Manager allows them to monitor statistics on 
how their computation resources are being used. 
Computation Resource Providers, however, should 
not obtain log data other than statistical informa-
tion.  

If necessary, Computation Resource Providers 
can suspend the use of their resources. Computa-
tion Resource Providers can stop their servers 
without reference to the Language Grid Operator. 
If some server fails or is halted, the Language Grid 
Operator should reconfigure the computation re-
sources dynamically. Computation Resource Pro-
viders have no responsibility for any direct or indi-
rect damage caused by use of Providers’ resources. 

4.4 Language Service Users 

Language Service Users can use language re-
sources and computation resources, but only for 
non-profit purposes. A Language Service User 
must obtain a valid User ID and Password to use 
the Language Grid. Language Service Users can 
allow participants in events or activities organized 
by Language Service Users to use the Language 
Grid. To avoid the fraudulent usage of language 
resources, however, Language Service Users 
should not allow the participants to discover the 
User ID and Password. For example, in the case of 
an NPO offering medical-interpreter services to 
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foreign patients to talk to hospital doctors, the 
NPO should not enter their User ID and Password 
in front of the patients. It is also strongly recom-
mended that Language Service Users should 
change Passwords periodically, and whenever they 
use the Language Grid in public. Furthermore, in 
accessing language resources, Language Service 
Users must conform to the terms of use expressed 
in each Language Resource Provider’s copyright 
notice and/or licensing policy.  

Language Service Users cannot be anonymous 
so as to satisfy the requirements of the Language 
Resource Providers. Language Service Users must 
agree that their statistical information will be col-
lected and offered to the providers of the language 
and computation resources. 

4.5 Language Grid Operator  

The role of the Language Grid Operator is to con-
clude agreements with Language Grid Users, and 
to operate language and computation resources in 
the manner described in the agreements. Since the 
agreements are solely for non-profit use, the Op-
erator is not to be involved in any for-profit con-
tracts.  

The Operator will not store or obtain any unpub-
lished personal information. Language Grid Users 
are asked to input personal information when reg-
istering with the Language Grid. This information 
will be published on the Language Grid Operator’s 
Web site. Also, the Operator should not obtain any 
usage log data other than statistics on the use of 
resources. All other information obtained is made 
public on the Operator’s Web site.  

Finally, the Language Grid Operator has no re-
sponsibility for any direct or indirect damage 
caused by use of the language and/or computation 
resources. 

5 Discussion 

Below we address the questions expected to be 
raised by the proposed operation model. 

The basic question is how the Operator can 
guarantee that the language resources will not be 
used for profit. The Operator and Users should 
conclude agreements to use language resources 
solely for non-profit, but this cannot guarantee the 
non-profit use of resources. In response, the Opera-
tor will conclude agreements only with trustworthy 
organizations and individuals. Risk of leaking the 

ID and password cannot also be ignored. To pre-
vent this, the Operator should always monitor the 
Language Grid. If resource abuse is detected, the 
Operator halts access to the language resources by 
the offending party.  

Another question is the possibility of a large 
number of individuals using the Language Grid as 
a free resource. According to the model, non-profit 
use of the Language Grid includes personal use. 
This is because individuals may provide language 
resources. Therefore, Language Grid Operator will 
conclude agreements only with trustworthy indi-
viduals.  

Can the Language Grid be used in the research 
labs of companies? According to the model, profit 
organizations can use the Language Grid only for 
social contribution activities, and cannot use it in 
their research labs. This is because language re-
source providers sometimes charge the research 
labs of companies for their resources. We need to 
avoid conflicts between existing businesses and the 
non-profit operation model of the Language Grid, 
which is to explore new application areas of lan-
guage resources. 

The non-profit operation model might be too 
strict to encourage the propagation of the Lan-
guage Grid: Language Service Users cannot be 
anonymous, companies cannot use the Language 
Grid, most individuals are excluded in practice, 
only trustworthy organizations can join, and so on. 
Indeed, the model cuts many potential applications 
of the Language Grid. The non-profit operation 
model is mainly intended to promote the research 
and development of technologies with field work-
ers. In the future, we need a sustainable model for 
operation, most likely some combination of for-
profit and non-profit models, so that companies are 
encouraged to join the Language Grid, and provide 
high quality services to anyone in the world, just as 
Internet providers do at present.  

6 Conclusion 

This paper proposes a non-profit operation model 
to coordinate four types of stakeholders: Language 
Resource Provider, Computation Resource Pro-
vider, Language Service User, and Language Grid 
Operator. The essence of the model is as follows. 
• Language Grid Operator concludes agreements 

among stakeholders and monitors the Language 
Grid so as to maintain the agreements. The Op-



erator holds no private personal information and 
will not be involved in for-profit activities.  

• Language Resource Providers and Computation 
Resource Providers can monitor the usage of 
their resources and control access to their re-
sources.  

• Language Service Users, which are often organi-
zations like NPOs and NGOs, can allow partici-
pants of their events and activities to access the 
Language Grid. 

The operation model is designed to coordinate 
stakeholders and to match their incentives. Trial 
operation of the proposed model started in Decem-
ber 2007 with around thirty organizations11. The 
Language Grid software has been developed by 
NICT, while its operation is done by Department 
of Social Informatics, Kyoto University. A user 
group called Language Grid Association12 includ-
ing NOPs, NGOs, universities, and research insti-
tutes has been formed to develop and share experi-
ences of using the Language Grid in their activities. 
An analysis of the results will contribute to the in-
creased accessibility and usability of language re-
sources and so overcome language barriers world-
wide.  
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Abstract 

Nowadays, an increasing number of 
language resources including both corpora 
and tools for Text Mining (TM) and 
Natural Language Processing (NLP) are 
available. Because most of TM/NLP tasks 
are composite by nature, the 
interoperability between tools (including 
corpora) becomes of increasing importance 
to integrate the combinations of tools and 
to further select a combination that would 
yield better results for a specific task and 
data. Although the generic frameworks like 
UIMA (Unstructured Information 
Management Architecture) provide 
promising ways to solve this problem, the 
solution they provide is only partial; we 
also need sharable type systems to obtain 
interoperability between independently 
developed tools. In this paper, we propose 
a way to design sharable type systems, 
which would allow the users to integrate 
combinations of tools, and to compare the 
combinations. We show its feasibility by 
our automatic combinatorial comparison 

generator that was developed based on 
UIMA, with a protein-protein interaction 
(PPI) extraction system as an example. 

1 Introduction 

Recently, an increasing number of TM/NLP tools 
such as part-of-speech (POS) taggers (Tsuruoka et 
al., 2005), named entity recognizers 
(NERs)(Settles, 2005), syntactic parsers (Hara et 
al., 2007; Pyysalo et al., 2006), and relation or 
event extractors (ERs), have been developed. 
However, it is still very difficult to integrate 
independently developed tools into an aggregated 
application that achieves a specific task. The 
difficulties are caused not only by differences in 
programming platforms and different input/output 
data formats, but also by the lack of the higher 
level interoperability among modules developed by 
different groups.  

UIMA, Unstructured Information Management 
Architecture (Lally et al., 2004), which was 
originally developed by IBM and recently became 
an open project in OASIS and Apache, provides a 
promising framework for tool integration. 
Although it has a set of useful functionalities, 



UIMA only provides a generic framework, thus it 
requires a user community to develop their own 
platforms with a set of actual software modules. A 
few attempts have already been made to establish 
platforms, e.g. the CMU UIMA component 
repository1 , or GATE (Cunningham et al., 2002) 
with its UIMA interoperability layer. 

However, simply wrapping existing modules to 
be UIMA compliant does not offer a complete 
solution for flexible tool integration. Users, which 
include both developers and end-users of TM/NLP 
systems, tend to be confused when choosing 
appropriate modules for their own tasks from a 
collection of a large number of tools. 

Individual TM/NLP user groups have diverse 
interests. Depending on these interests, 
requirements for TM/NLP modules vary 
significantly (Ananiadou et al., 2006). An NER 
module developed for a specific user group usually 
cannot satisfy the needs of another group. Different 
groups may need different types of entities to be 
recognized. They may also need to process 
different types of text, such as scientific papers, 
reports, or medical records. Due to this diversity, 
significant effort is often required to combine 
modules that were developed independently for 
different user groups, even after they are wrapped 
for UIMA. 

Furthermore, most of TM/NLP tasks are 
composite in nature, and can only be solved by 
combining several modules. Although the selection 
of modules affects the performance of the 
aggregated system, it is difficult to estimate how 
this selection affects the ultimate performance of 
the system. Users need to test a large number of 
combinations of tools in order to pick a most 
suitable combination for their specific task. 

Although types and type systems are the only 
way to represent meanings in the UIMA 
framework, UIMA does not provide any specific 
types, with the exception of a few purely primitive 
types. In this paper, we propose a way to design 
sharable type systems. A sharable type system 
designed in this way can provide the 
interoperability between independently developed 
tools with less of a loss in information, thus 
allowing combinations of tools and comparisons of 
combinations. 

                                                 
1 http://uima.lti.cs.cmu.edu/ 

We show how our automatic comparison 
generator works based on a type system designed in 
that way. Taking extraction of protein-protein 
interaction (PPI) as a typical example of a 
composite task, we illustrate how our platform 
helps users construct a system based on their own 
needs. 

2 Motivation and Background 

2.1 Goal Oriented Evaluation, Module 
Selection and Inter-operability 

There are standard evaluation metrics for NLP 
modules such as precision, recall and F-value. For 
basic tasks like sentence splitting, POS tagging, 
and named-entity recognition, these metrics can be 
estimated using existing gold-standard test sets. 
However, accuracy measurements based on 
standard test sets are sometimes deceptive, since 
the accuracy may change significantly in practice, 
depending on the types of text and the actual tasks 
at hand.  

For example, in the bioinformatics task of 
recognizing occurrences of entities of specific 
types (e.g. cell-lines, cell locations) in text when 
comprehensive lexicons for those entities are 
available, an NER for an open set of entities (e.g. 
proteins, metabolites, etc.) trained using a gold-
standard training set may not be the best choice, 
even if it has the best performance on a standard 
test set. Moreover, systems which have similar 
levels of performance, according to standard 
metrics often behave differently in specific cases. 
Because these accuracy metrics do not take into 
account the importance of the different types of 
errors to any particular application, the practical 
utility of two systems with seemingly similar 
levels of accuracy may in fact differ significantly. 
To users and developers alike, a detailed 
examination of how systems perform (on the text 
they would like to process) is often more important 
than standard metrics and test sets. Naturally, far 
greater importance is placed in measuring the end-
to-end performance of a composite system than in 
measuring the performance of individual 
components. 

In reality, because the selection of modules 
usually affects the performance of the entire 
system, the careful selection of modules that are 
appropriate for a given task is crucial. This is the 
main reason for having a collection of 
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interoperable modules. What we need is to show 
how the ultimate performance will be affected by 
the selection of different modules and what would 
be the best combination of modules in terms of the 
performance of the whole aggregated system for 
the task at hand. 

Since the number of possible combinations of 
component modules is typically large, the system 
has to be able to enumerate and execute them 
semi-automatically. This requires a higher level of 
interoperability of individual modules than just 
wrapping them for UIMA.  

2.2 UIMA 

2.2.1 CAS and Type System 

The UIMA framework uses the “stand-off 
annotation” style (Ferrucci et al., 2006). The raw 
text in a document is kept unchanged during 
analysis, and when the processing on the text is 
performed, the result is added as new stand-off 
annotations with references to their positions in the 
raw text. A Common Analysis Structure (CAS) 
maintains a set of these annotations, which in turn 
are objects by themselves. The annotation objects 
in a CAS belong to types that are defined separately 
in a hierarchical type system. The features of an 
annotation2  object have values, which are typed as 
well. 

2.2.2 Component and Capability 

Each UIMA component has a capability property, 
which describes what types of objects the 
                                                 
2 In the UIMA framework, Annotation is a base type which 
has begin and end offset values. In this paper we call any 
objects (any subtype of TOP) as annotations. 

component may take as its input and what types of 
objects it produces as its output. For example, a 
named entity recognizer detects named entities in 
the text and outputs annotation objects of the type 
NamedEntity. 

It is possible to deploy any UIMA component as 
a SOAP web service, so that we can combine a 
remote component on a web service with local 
component freely inside a UIMA-based system.  

3 Sharable Type System for 
Combinatorial Comparison 

Although UIMA provides a set of useful 
functionalities for an integration platform of 
TM/NLP tools, users still have to develop the 
actual platform by using these functionalities 
effectively. It is crucial how to define types and a 
type system in UIMA. In this section, we discuss 
formal characteristics of a sharable type system, 
which are needed for automatic combinations of 
components and comparison of combinations. Our 
discussion is based on the UIMA framework, but it 
could be applied to any framework that defines 
types and type systems. 

3.1 Sharable Type System 

When different groups develop different type 
systems, we should convert types between the 
different type systems to connect the components 
of the different type systems. Because it is 
cumbersome to make type converters for each pair 
of type systems, we need a sharable type system. 
Firstly, we discuss the characteristics of a type 
system, which can be shared by different groups. 

 
 

TOOL-SPECIFIC TYPES

PennPOS 

Penn verb1 … …

POS 
tcas.uima.Annotation 
-begin: int  -end: int 

SyntacticAnnotation SemanticAnnotation 

Sentence Phrase Token NamedEntity Relation 
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RichToken 
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-base: String 
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ToolCProtein

ProteinProteinInteraction

ToolDPPI

Figure 1. Part of our type system 



One extreme is to wrap existing programs 
without using explicit types, thus putting 
information to a single String field of a common 
generic type. Since the compatibility among 
modules is already automatically guaranteed, such 
a design decision would be easy to follow. 
However, it would not be appropriate if our aim is 
to attain the higher level of inter-operability: the 
represented meaning would not be unique; it 
cannot represent relations between meanings. 

Another extreme is to enforce all modules 
developed by different groups to accept a unique 
type system defined by a platform. While this 
makes inter-operability readily attainable, it places 
too much of a burden on individual modules. In the 
worst case, we may have to re-program all the 
programs developed by other groups, which make 
this design decision impossible.  

Our decision lies in the middle between these 
two extremes. That is, if necessary, we keep 
different type systems by individual groups as they 
are. However, we require that individual type 
systems have to be related through a common, 
sharable type system, which our platform defines. 
Such a shared type system can bridge modules with 
different type systems, though in bridging modules, 
we may lose some information during the 
translation process.  

The most natural way to bridge local type 
systems through a sharable type system is to make 
local types subtypes of sharable types 3 . The 
sharable type system and local type systems can be 
considered to form a large single type system in 
this case; both of the local type system hierarchy 
and the sharable type system hierarchy are retained 
and accessible by users. Each type system (shared 
or local) is supposed to represent consistent 
concepts.  The local type system can be developed 
and maintained independently. 

In order to maintain information during the 
subtype bridging process, type system should be as 
hierarchical as possible. It is better to expand 
features as types rather than to use feature values, 
if the features are considered as a finite set of 
values. It would require multiple inheritances. 
                                                 
3 It requires multiple inheritances in the type system. Although 
the current type system of Apache UIMA implementation is a 
simple tree structure, multiple inheritances will be provided in 
the future releases because the UIMA type system is 
documented as ECore compatible, while ECore allows 
multiple inheritances. 

This bridging strategy with multiple inheritances 
requires local type systems to be hierarchical. If the 
local type system is not well-formed in its 
hierarchy, it may be difficult to bridge type systems 
in this way. We should prepare a type converter in 
such cases, though we cannot use the sharable and 
local type system information at the same. 

Whether such a sharable type system can be 
defined easily or not is dependent on the nature of 
each problem.  For example, a sharable type system 
for POS tags in English can be defined rather 
easily, since most of POS-related modules such as 
POS taggers (their output is a sequence of POSs), 
shallow parser (their input is a sequence of words 
with their POS assignments), etc. follow, more or 
less, the well established types defined by the Penn 
Treebank tag set for POS types. 

Figure 1 shows a part of our shared type system. 
We deliberately define a highly organized type 
hierarchy, since the structure of the sharable type 
system directly influences the loss of information 
during the translation process.  

3.2 General Combinatorial Comparison 
Generator  and Type System 

Secondly, we require the sharable type system to 
be used to automatically make possible 
combinations of the components. We illustrate 
these issues using the PPI workflow that we 
utilized in our experiments. 

 Figure 2 shows the workflow of our whole PPI 
system conceptually. If we can prepare two or 
more components for some type of the components 
in the workflow (e.g. two sentence detectors and 
three POS taggers), then we could make the 
combinations of these tools to form a multiplied 
number of workflow patterns (two sentence 
detectors x three POS taggers = 6 patterns). See 
Table 1 for the details of UIMA components used 
in our experiments.  

We made a pattern expansion mechanism which 
generates possible workflow patterns automatically 
from a user-defined comparable workflow. A 
comparable workflow is a special workflow which 
explicitly specifies which set of UIMA 
components should be compared. Then, users just 
need to group comparable components (e.g. 
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ABNER 4  and MedT-NER as a comparable NER 
group) without making any modifications to the 
original UIMA components. This aggregation of 
comparable components is controlled by our 
custom workflow controller.  

Types should be defined in a distinct and 
hierarchical manner to allow such an automatic 
expansion. For example, both tokenizers and POS 
taggers output tokens, but their roles are different 
when we assume a cascaded pipeline. We defined 
Token as a supertype and POSToken as a subtype 
of Token. Each component should have an 
individual type to clarify which component 
generated which instance, because each component 
may have a slightly different definition though 
their types tend to have a similar name. This is 
important because the capabilities are represented 
by these types, and the capabilities are only 
attributes that are machine readable. Such an 
individual type for each component is also needed 
to enable the automatic combinations without an 
infinite search loop. 

In some cases, a single tool can play two or 
more roles (e.g. the GENIA Tagger performs 
tokenization, POS tagging, and NER; see Figure 
4). It may be possible to decompose the original 
tool into single roles, but in most cases it is 
difficult and unnatural to decompose such a 
complex tool. We designed our comparator to 
detect the possible input combinations 
automatically by the types of previously generated 
annotations, and the input capability of each 
posterior component. As described earlier, a 
component should have appropriate capabilities 
with proper types in order to permit this detection.  
                                                 
4 In the example figures, ABNER requires Sentence to 
make the explanation clearer, though ABNER does not require 
it in actual usage. 

When a component requires two or more input 
types (e.g. our PPI extractor requires outputs of a 
deep parser and a protein NER system), there 
could be a different set of components used in the 
prior flow (e.g. OpenNLP and GENIA sentence 
detectors in Figure 5). Thus, our comparator 
calculates such cases automatically. 

The entire type system should not contain cyclic 
dependencies, i.e. it should be acyclic. A cyclic 
type system may make the automatic expansion 
indeterministic. 

3.3 Comparable Type System 

Finally, we should consider that the type system 
could be used to compare a similar sort of 
components. Any two types, which are considered 
to be comparable, should have a same ancestor 
type. 

However, it is difficult to decide which types 
have specific relations; “definitions” or “meanings” 
of types are unclear in most cases. For example, it 
is really difficult to strictly define what  Sentence, 
Protein, Token, etc. are.  From the 
computational point of view, we could only 
observe distributions of instances of a type. A 
distribution is a set of occurrences of the instances, 
where an occurrence of an instance is 
characterized by its feature values. For example, in 
the TM/NLP field, one of the feature values are 
typically offset positions in the text. When the 
feature values of two instances are same, they can 
be considered as identical. 

Distribution of a parent type should contain 
distribution of its child type, at least conceptually, 
because abstract types could be used to compare 
instances of all subtypes.  

The experts of specific domains are required to 
complete an actual entire type system design. For 
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instance, there are enormous numbers of possible 
abstract types, of which only experts can tell which 
types are really meaningful. However, the 
discussion of this section provides a rough but 
fundamentally important direction for the type 
system design. 

4 Experiments and Results 

We have performed experiments using our PPI 
extraction system as an example (Kano et al., 
2008). The PPI system (Figure 2) is similar to our 
BioCreative PPI system (Sætre et al., 2007). It 
differs in that we have broken up the original 
system into seven different components.  

As summarized in Table 1, we have several 
comparable components in addition to the original 
PPI system, and AImed as gold standard data. In 
this case, possible combination workflow patterns 
are 36 for PosToken, 589 for 
ProteinProteinInteraction, etc.   

Table 2 and Figure 6 show a part of the 
comparison result screenshots between these 
patterns on 20 articles from the AImed corpus. In 
Table 2, labeled scores represent complete matches 
of every feature of annotations, while unlabeled 
scores ignore primitive fields excluding offsets 
(e.g. compare offsets but ignore protein IDs). Table 
3 shows a part of PPI extraction results from which 
we can discern which combination of tools 
generate the best result.  

Sentence Token POSToken RichToken Protein Phrase PPI 

GENIA Tagger: Trained on the WSJ, GENIA and PennBioIE corpora (POS). Uses Maximum Entropy (Berger 
et al., 1996) classification, trained on JNLPBA (Kim et al., 2004) (NER). Trained on GENIA corpus (Sentence 
Splitter). 

Enju: HPSG parser with predicate argument structures (PAS) as well as phrase structures. Although trained with 
Penn Treebank, it can compute accurate analyses of biomedical texts owing to its method for domain adaptation 
(Hara et al., 2005). 

STePP Tagger: Based on probabilistic models, tuned to biomedical text trained by WSJ, GENIA (Kim et al., 
2003)  and PennBioIE corpora. 

MedT-NER: Statistical recognizer trained on the JNLPBA data. 

ABNER: From the University of Wisconsin (Settles, 2005), wrapped by the Center for Computational 
Pharmacology at the University of Colorado.  

Akane++: A new version of the AKANE system (Yakushiji, 2006), trained with SVMlight-TK (Bunescu et al., 
2006; Joachims, 1999; Moschitti, 2006) and the AImed Corpus. 

Annotation Comparator and Evaluator: Compares annotations using the type system hierarchy to decide 
which annotations can be compared; generates statistical results and visualization. 

UIMA Examples: Provided in the Apache UIMA example. Sentence Splitter and Tokenizer. 

OpenNLP Tools: Part of the OpenNLP project (http://opennlp.sourceforge.net/), from the Apache UIMA 
examples. 

AImed Corpus: 225 Medline abstracts with proteins and protein-protein interactions annotated (Bunescu et al., 
2006).   

Legend:         Input type(s) required for that tool          Input type(s) required optionally          Output type(s)  
Table 1. List of UIMA-compliant tools that we used in the experiment. 

Table 2. A Screenshot of a combinatorial
comparison for type Protein. Values are
precision/recall in “labeled (unlabeled)” pairs, and
total numbers of instances are shown.   
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When neither of the compared results include 
the gold standard data (AImed in this case), the 
comparison results show a similarity of the tools 
for this specific task and data, rather than an 
evaluation. Even if we lack an annotated corpus, it 
is possible to run tools and compare results in 
order to understand the characteristics of tools 
depending on the corpus and the tool 
combinations.  

5 Conclusion and Future Work 

Although UIMA provides a general framework 
with much functionality, we still need to fill in the 
gaps between what is already provided and what 
the users need for their specific tasks. NLP tasks 
typically consist of many components, and it is 
necessary to show which set of tools are most 
suitable for each specific task and each specific 
datum. In this paper we provided an answer to this 
problem using the extraction of protein-protein 
interaction as an example task.  

The type system design is one of the most 
critical issues on the interoperability, which the 
UIMA framework does not provide. We proposed 
a way to design a sharable type system as a bridge 
between locally defined type systems. We also 
discussed a type system design, which allows for 
the automatic combinations of tools and 
comparisons of these combinations.  

With any set of UIMA compliant components 
which have types designed in the way described in 
this paper, our general combinatorial comparator 
generates possible combinations of tools for a 

specific workflow and compares/evaluates the 
results. We are preparing to make a portion of the 
components and services described in this paper 
available publicly (http://www-tsujii.is.s.u-
tokyo.ac.jp/uima/ and http://u-compare.org/). 

The final system shows the combination of 
components that has the best score, but it also 
generates comparative results. This helps the users 
grasp the characteristics and differences between 
the tools which cannot be easily observed just by 
the widely used F-score evaluations. 

Future directions for this work includes 
combining the output of several modules of the 
same kind (such as NERs) to obtain better results, 
collecting other tools developed by other groups 
using bridging type systems, making the coverage 
of the sharable type system to be broadened, and 
making grid computing available with UIMA 
workflows to increase the entire performance 
without modifying original UIMA components. 

 
100 

0   
   0                      100 

Figure 6. NER comparison distribution of precisions 
(x-axis) and recalls (y-axis). 
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Features Prec Recall F1 
DEP 67.6 26.3 37.1 
WORDS 55.7 29.2 37.8 
PAS (Enju) 72.0 28.7 41.0 
DEP+WORDS 59.9 39.3 46.9 
PAS+DEP 68.9 37.8 48.6 
PAS+WORDS 61.3 40.7 48.6 
ALL 64.3 44.1 52.0 
ALL (pairwise) 78.1 62.7 69.5 

Table 3. PPI Evaluated on AImed, with 5631 
protein pairs. (1068 true interactions). DEP 
means our dependency parser. Values are 
percentages from 10-fold cross-validation on 
abstracts. “pairwise” is the widely used 10-fold 
cross-validation on protein pairs.  
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Several major external terminology databases 

are interlinked with EuroTermBank. An example 

of a national terminology database that is linked 

with EuroTermBank is the online databank of Lat-

vian official terminology. 

A number of challenges remain in implementa-

tion of the federated approach, such as ensuring the 

reliability of the sources or of the source data, en-

suring a coordinated approach to change manage-

ment, application or mapping of the potentially 

diverse subject field classification systems. 

At the same time, the federated approach to ter-

minology consolidation provides solution to at 

least one inherent challenge of all terminology 

banks – maintenance of terminology is done at the 

local or national level, and the changes at the local 

or national level become instantaneously available 

for integration with other federated resources. 

5 Terminology entry compounding prin-

ciple 

This section describes EuroTermBank approach in 

unification of potentially matching terminology 

entries from different resources. Majority of termi-

nology resources that are available in Eastern Eu-

ropean countries are bilingual with a source lan-

guage mostly being English. Much smaller number 

of resources is monolingual or has terms in three or 

more languages (Table1). This motivates us trans-

form data representation from number of separate 

bilingual entries to unified multilingual record. 

 

Entry languages  
Number of 
entries 

Percentage from 
total  

monolingual 11230 2% 

bilingual 398854 68% 

3-lingual 45497 8% 

4-lingual 69134 12% 

5-lingual 48761 8% 

>5-lingual 12216 2% 
Table 1 Multilinguality of EuroTermBank source records 

 

EuroTermBank data structure is modeled ac-

cording to concept-oriented approach to terminol-

ogy. Terminology entry denotes an abstract con-

cept that has designations or terms as well as defi-

nitions in one or more languages. If terminology 

bank contains entries coming from different collec-

tions and designating the same concept we have an 

obvious interest to merge them into one unified 

multilingual entry. For example, if we have term 

pair EN computer – LV dators coming from Lat-

vian IT terminology resource and another term pair 

EN computer – LT kompiuteris from Lithuanian IT 

terminology resource we may want to join these 

two into unified entry EN i – LV dators – LT kom-

piuteris. Such multilingual entry allows to get cor-

respondence between language terms that are not 

directly available in any terminology resource (in 

our example new term pair LV dators – LT kompi-

uteris).  

But merging entries just on the bases of match-

ing term in one language that is common for these 

entries will lead to many erroneous term corres-

pondences. Such problems are obvious due to the 

frequent ambiguity of terms among subject fields 

or much rarer cases of ambiguity in the context 

within one subject field. We can conclude that the 

only error-free method for merging entries is eva-

luating whether these entries denote the same con-

cept. Unfortunately in practice it is often impossi-

ble or very expensive to make comparisons of 

cross-lingual terminology concepts. There is a lack 

of experts with sufficient knowledge of respective 

languages and subject fields. The task is consider-

ably hindered by the fact that most terminology 

collections do not have definitions provided. In 

EuroTermBank, we propose a practical solution by 

introducing the terminology entry compounding 

approach. Entry compounding is an automated ap-

proach for matching terminology entries based on 

available data.  

The most reliable indication for matching entries 

is having unique and unambiguous concept iden-

tifiers. The best example is terms from ISO termi-

nology standards. These term entries have an iden-

tifier in the form [Stan-

dard_identifier].[term_number]. Accordingly, all 

national standards share the same identifier for cor-

responding entries and can be merged with a very 

high degree of reliability. Another case of unique 

internationally applied identification is the usage of 

Latin names in medicine and biology (with a num-

ber of exceptions with different Latin names de-

signating the same concept). If there is no unique 

identification for concepts in collections, less pre-

cise matching criteria are used, namely, the Eng-

lish term and the subject field. English was chosen 

as the most popular language in term resources.  

It is important to understand that entry com-

pounding is a data representation method that does 



not propose to create new terminology entries. It is 

a visualization aid that displays matching entries 

across collections in a consolidated way. Matches 

are determined by applying a number of criteria 

and as such cannot be error-free. Much like in ma-

chine translation environment, the user is prompted 

about potential incompatibilities and errors.  

Entry compounding solves the problem of visual 

representation of multiple potentially overlapping 

term entries that are present in a consolidation of a 

huge number of multilingual terminology sources. 

At present, the EuroTermBank database contains 

over 585,711 term entries with more than 

1,500,500 terms. When applying entry compound-

ing, over 135,000 or 23% of entries get com-

pounded. Hence entry compounding is a consider-

able aid for the user in finding the required term, 

for example, in the translation scenario between 

language pairs for which term equivalence is not 

established in existing collections. Unfortunately 

high recall rate lead also to relatively low precision 

although we currently do not have exact precision 

evaluation figures. 

 

At the same time, entry compounding may un-

cover incompatibilities and deficiencies across data 

and is therefore useful for further enhancement of 

the original data, but may be confusing for the im-

mediate users.  

The major source of problems for entry com-

pounding lies in shortcomings of the subject field 

classification system and its application. In addi-

tion, entry compounding problems may occur due 

to different interpretations or errors while applying 

the classification system across all term collec-

tions, or the inherent differences across these col-

lections. For example, errors may occur if a term 

within a subject field is used to denote several dif-

ferent concepts. This scenario contradicts to best 

practice methodology in terminology development, 

however, practice shows that existing term collec-

tions contain such deviant cases. 

6 Terminology sharing 

A number of emerging areas of activity are depen-

dent on the availability and application of intero-

perable standards for terminology. One of them is 

terminology sharing – a new initiative that propos-

es sharing of non-confidential, non-competing and 

non-differentiating terminology across industrial 

companies and language service providers, with 

the goal to consolidate and promote accessibility to 

multilingual terminology per vertical industries 

(Rirdance, 2007). Terminology sharing involves 

returns from streamlined industry terminology that 

enhances customer satisfaction as well as, in fu-

ture, common benefits from application of shared 

repositories for machine translation. 

From the “ownership” perspective, there are two 

types of terminology resources: 

 Public terminology resources 

 Proprietary terminology resources 

While public resources should be made accessi-

ble “by definition”, there are a number of problems 

that hold back wide application of terminology 

sharing within the realm of public resources, such 

as IPR, institutional barriers and inertia, as well as 

technical incompatibilities.  

Sharing of non-differentiating proprietary termi-

nology involves taking appropriate measures to 

minimize the risk to the owner’s intellectual capital 

and confidentiality. However, this is also a way of 

promoting and disseminating one’s well-

established terminology, possibly even to the level 

of de facto industry standard terminology. 

7 Conclusions and Future Work 

To summarize the most important points and les-

sons from the EuroTermBank project: 

• observance and full application of standards in 

data consolidation is essential to interoperability 

and further  applications of terminology data; 

• entry compounding for representation of 

matching multilingual entries is applicable for cre-

ation of automatically formed multilingual termi-

nology entries; 

• federated approach in consolidation  of re-

sources enables distributed terminology to be ac-

Table 2 Total and compounded entries per major languages 

of EuroTermbank. 
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cessible through a central gateway while it is main-

tained locally. 

As a new type of terminology infrastructure 

providing access to diverse terminology resources, 

EuroTermbank can provide basis for further con-

solidation of terminology in Europe and beyond. 

Its rich and standards-based multilingual terminol-

ogy resource collection, together with innovative 

instruments for analysis, can be used for research 

in terminology, lexicography, computational lin-

guistics, as well as applied in computer-assisted 

translation systems. 

Previous development phase was mostly con-

centrated on consolidation of large number of dis-

persed multilingual resources providing unified 

online accessibility. Further research and develop-

ment will be concentrated on conceptualization of 

terminology data. 

We are researching possibilities for elaboration 

of entry compounding using corpus analysis to 

evaluate compounding candidates. Further promis-

ing development directions are mechanisms for 

facilitating concept hierarchies and ontology inte-

gration.    
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