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2problem in the area of arti�cial intelligence (AI) for over four decades. Earlyapproaches to translation failed in part because the interactive e�ects ofcomplex phenomena made translation appear to be unmanageable. Laterapproaches to the problem have achieved varying degrees of success. Ingeneral, most MT systems do not attempt to achieve fully-automatic, high-quality translations, but instead strive for a level of translation that suitsthe basic needs of the user, perhaps requiring controlled input or revisions(post-editing) or both to arrive at the �nal result.This paper is a survey of the current MT research in the US, Europe andJapan. While a number of MT surveys have been written (see, e.g., [100],[101], [119], [135], [139], [153], [155], [198], [200]), this one discusses a widerange of current research issues in light of results obtained from a survey andevaluation project conducted by Mitre [26], [27], [112]. During this projectwe evaluated 16 systems (10 operational and 6 under development) andalso studied 7 U.S. research systems. Because a number of innovative MTapproaches have come about since the completion of the Mitre study, we alsoinclude some discussion about more recent research paradigms. However, wedo not attempt to describe all MT research in detail. Rather, we presentapproaches as representative examples of a wide range of di�erent approachesadopted by MT researchers.The next section provides a brief description of the history of MT. Insection 3, we discuss the types of challenges (both linguistic and operational)that one must consider in developing an MT system. Section 4 describesthree architectural designs that are used for MT. Following this, we comparetranslation systems along the axis of research paradigms (section 5); theseinclude linguistic, non-linguistic, and hybrid approaches. We then discussthe di�cult task of evaluating an MT system in section 6. Finally, weconclude with a discussion about what results we should expect to see inthe future and where more e�ort needs to be placed.2 The History of MTNumerous attempts have been made in the past, both in the United Statesand Europe, to automate various steps in the translation process. Theseattempts range from simple on-line bilingual dictionaries, terminology databanks, and other translation aids to complete MT systems. Much workwas done in the 1950s and 1960s toward achieving MT. However, the 1966Automatic Language Processing Advisory Committee (ALPAC) report [5]condemned those e�orts, citing poor-quality technology and the availabil-ity of inexpensive manual labor as negative-cost factors. These early e�ortsfailed for several reasons, not the least of which was the unreasonably highexpectation for perfect translation without having the basic theoretical foun-dation to achieve this. The ALPAC report caused a major reduction in U.S.research and development (R&D) e�orts in the area of MT in favor of somerelated areas, such as computational linguistics and arti�cial intelligence,that subsequently provided a better theoretical foundation for current MT



3R&D. Nevertheless, reduced but still signi�cant MT research did continue atsuch places as the University of Texas/Austin, Brigham Young University,and Georgetown University. The ALPAC report also a�ected the R&D ef-fort in Europe, but again, signi�cant research continued in Western Europeand the USSR. An important side-e�ect of the reduced R&D funding forMT was the stimulation of a number of commercial MT endeavors by thosedisplaced from the research centers. This resulted in most of our currentoperational MT systems, including Systran and Logos.In the late 1960s, MT R&D was initiated in Canada, driven by the bilin-gual status of the country. In the late 1970s and the 1980s, two signi�cantevents occurred. The �rst was the formation of the EUROTRA project bythe European Communities (EC) to provide MT of all the member nations'languages. The second was the realization of both Japanese governmentand industry that MT of Japanese to and from European languages �rst,and later to and from other Asian languages, was important to their eco-nomic progress. Thus far the EUROTRA project has failed to meet itsgoal of complete intertranslation of all the member languages; however, ithas initiated important new research in MT and computational linguistics,and augmented existing MT research. Commercial MT systems supportinglimited language pairs are now beginning to emerge from this e�ort. TheEUROTRA project continues with somewhat narrowed goals in that a largesingle system is not being attempted. The Japanese e�orts have produced aplethora of prototypes and commercially available operational systems, mostbased on established technology. Japanese research in MT, while never ex-tensive, has been increasing both in quality and funding. A small e�ort isalso under way in the former Soviet Union.In the United States, research and commercial development have ex-panded considerably since the mid-1980s. In part, this expansion has beenstimulated by the desire for more foreign markets. Government fundinghas increased, and MT research has evolved out of computational linguisticswork at such places as New Mexico State University, Carnegie Mellon Uni-versity, and University of Maryland. Several commercial systems have beendeveloped, providing translation capabilities that are limited, but e�ectivefor some applications. Several small companies are developing and market-ing more complete MT systems based on more recent technology. The U.S.Government, through its civil, military, and intelligence branches, is show-ing increased interest in using and supporting MT systems. A market forMT is developing among international and domestic corporations that arecompeting in the world market.In summary, work on MT has been under way for over four decades, withvarious ups and downs. The ALPAC report of the mid-1960s was a serious,but by no means devastating, setback to the e�ort, and the current trend istoward increased support. This history is illustrated by Figure 1, adaptedfrom a chart by Wilks [225].
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Language Figure 2: Three Categories of Linguistic Considerations3 Translation ChallengesThis section discusses the types of challenges that one must consider in devel-oping an MT system. We examine these challenges along two dimensions, the�rst pertaining to di�erent types of linguistic considerations (e.g., syntacticword order and semantic ambiguity) and the second pertaining to di�erenttypes of operational considerations (e.g., extensibility, maintainability, anduser interface).3.1 Linguistic ConsiderationsThere are three main categories into which the linguistic considerations fall;language understanding, language generation, and the mapping between lan-guage pairs. Roughly, these are related as shown in �gure 2.Regarding the �rst category, there have been many arguments in thepast both for, and against, the idea that a complete understanding of thesource text is necessary for adequate MT (see [18], [45], [134], [155], [157],among others). In more recent years, however, researchers have started toconcentrate on the issue of whether it is possible to achieve a satisfactory



5translation with a minimal amount of understanding [25]. With respect tothis issue, the areas to consider are: syntactic ambiguity, lexical ambiguity,semantic ambiguity, and contextual ambiguity. Each is addressed below.In English, syntactic ambiguity arises in many contexts including theattachment of prepositional phrases, coordination, and noun compounding.For other languages the types of syntactic ambiguities will vary. The di�-culty of prepositional phrase attachment is illustrated in the following En-glish sentence:(1) Syntactic Ambiguity:I saw the man on the hill with the telescopeHere, we have no way to determine whether the telescope belongs to theman or the hill. However, in such cases, particularly for similar languages, itmay not be necessary to resolve such an ambiguity since a particular source-language syntactic ambiguity may transfer to the target language and stillbe understandable to human readers.In the case of lexical ambiguity, the choice between two possible meaningsof a source-language lexical item is often easily resolved if enough syntacticcontext is available. Consider the following example:1(2) Lexical Ambiguity:E: bookS: libro, reservarThe English word book would be translated to the Spanish noun libro if itappeared after the word the or to the verb reservar if it appeared before thephrase the 
ight .A more formidable problem is semantic ambiguity; the resolution of thistype of ambiguity falls outside of the realm of syntactic and lexical knowledgeas in the following examples:(3) Semantic Ambiguity:(i) Homography:E: ballS: pelota, baile(ii) Polysemy:E: killS: matar, acabarMany words, such as ball , have distinctly di�erent meanings (homography);MT systems are forced to choose the correct meaning of the source-languageconstituent in these cases (e.g., whether ball corresponds to a spherical object(pelota) or a formal dance (baile)). Other problems arise for words like killwhich have subtle related meanings (polysemy) in di�erent contexts (e.g.,1Throughout this paper, the abbreviations C, D, E, G, and S will be used to standfor Chinese, Dutch, English, German, and Spanish, respectively. (Literal translations areincluded for the non-English cases.)



6kill a man (matar) vs. kill a process (acabar)) and are frequently representedby distinct words in the target language.Semantic ambiguity has often been considered an area in which it wouldbe too di�cult to provide an adequate translation without access to someform of \deeper" understanding, at least of the sentence, if not the entirecontext surrounding the sentence [18], [45]. The following well-known exam-ples illustrate the di�culty of semantic ambiguity:(4) Complex Semantic Ambiguity:(i) Homography:E: The box was in the pen.S: La caja estaba en el corral / *la pluma`The box was in the pen (enclosure) / *pen (writing)'(ii) Metonymy:E: While driving, John swerved and hit a tree.S: Mientras que John estaba manejando, se desvi�o y golpe�o conun arbol.`While John was driving, (itself) swerved and hit with a tree'In (4i), the system must determine that the pen is not a writing implementbut some sort of enclosed space (i.e., a play pen or a pig pen) (homographyresolution). In (4ii), the system must determine that it is John who is drivingbut John's car that hit the tree (metonymy resolution).However, according to Bennett [25], the sort of ambiguity representedby these examples rarely arises in texts to which MT is typically applied;he argues that contextual ambiguity occurring in routinely translated texts(e.g., computer manuals) is often easily resolved by means of a simple feature-based approach. Consider the following examples:(5) Contextual Ambiguity:(i) E: The computer outputs the data; it is fastS: La computadora imprime los datos; es r�apida`The computer outputs the data; (it) is rapid'(ii) E: The computer outputs the data; it is stored in asciiS: La computadora imprime los datos; est�an almacenados en ascii`The computer outputs the data; (they) are stored in ascii'In the context of a computer manual, determining the appropriate antecedentfor the word it can be solved by distinguishing between storable objects andnon-storable objects (storable �) and between objects with a speed attributeand those without (speed fast/slow). Note that, although a computer is astorable object in other contexts, we can view it as a non-storable object inthe limited domain of a computer manual.More di�cult ambiguities arise in translations that are truly ambiguouswithout extensive contextual cues, i.e., those that require discourse or prag-matic knowledge for correct interpretation. An e�ective discourse analysis



7would recognize themes and theme shifts in the text surrounding a sentence.As a simple example, consider the ambiguity in the following sentence:(6) Complex Contextual Ambiguity:E: John hit the dog with a stickS: John golpe�o el perro con el palo / que ten��a el palo`John hit the dog with the stick / that had the stick'This ambiguity could be resolved by remembering from the earlier text thatJohn was carrying a stick to protect himself (and not that there were severaldogs, one of which had a stick). Pragmatic analysis deals with the intentionsof the author in a�ecting the audience. This is as important for languagegeneration (to be discussed next) as it is for language understanding. Inparticular, the author's intentions a�ect the choice of words and how theyare realized (e.g., the use of active rather than passive voice to emphasize ur-gency). Together, discourse knowledge and pragmatic knowledge are usefulin resolving many types of ambiguities.A second type of linguistic problem for MT is that of language gen-eration. Most MT researchers are of the opinion that generation of thetarget-language sentence does not require a full language generation capa-bility, i.e., it is not necessary to fully plan the content and organizationof the text; this is because the source-language text provides much of theinformation that will appear on the surface in the target language. How-ever, generation for MT is a non-trivial exercise since it is often di�cult tochoose the words that adequately convey the conceptual knowledge behindthe source-language sentence. This is the lexical selection problem.Some simple examples for Spanish and English are given here:(7) Lexical Selection:(i) S: esperarE: wait, hope(ii) G: k�onnenE: know, understand(iii) E: beS: ser, estar(iv) E: �shS: pez, pescadoAssume, for the sake of the current discussion, that an MT generator mustselect the appropriate target-language words from general notions such asexpect , have knowledge of , be, and �sh, respectively. In the above exam-ple, additional information is required for choosing the relevant term fromeach target-language pair. A possible scheme would be to use distinguishingfeatures, e.g., �desire, �fact, �permanent, and �edible, respectively.Further problems arise for MT generation in cases where linguistic infor-mation required in the target language is not explicit in the source languagesentence. Consider the following example:



8(8) Tense Generation:C: W�o b�ei H�angzh�ou de f�engj��ng x��y��nzh�u leE: I was captivated by the scenery of HangchowE: I am captivated by the scenery of HangchowIn this example, two di�erent English sentences might be generated fromthe Chinese. This is because tense information (past, present, future) isnot overt in the source-language text. The information used to select thetarget-language tense depends entirely on the context of the utterance. Forexample, the second sentence would be generated if the speaker is lookingat the scenery at the time of speech.2.The generation of tense is problematic in other languages as well. InSpanish there is a distinction made between simple past (preterit) and theongoing past (imperfect). This type of distinction is not made explicitly inEnglish. Consider the following example:(9) Tense Generation:(i) E: Mary went to Mexico. During her stay she learned Spanish.S: Mary iba a Mexico. Durante su visita, aprendi�o espa~nol.(ii) E: Mary went to Mexico. When she returned she started to speakSpanish.S: Mary fue a Mexico. Cuando regres�o, comenz�o a hablar espa~nol.In the �rst example, went is translated as the Spanish imperfect past sincethe sentence that follows is an elaboration, making went stative. In thesecond example, went is translated as a preterit past since the sentencethat follows does not elaborate the visit to Mexico. (For a discussion aboutanalogous examples in French, see [76].)As we will see in section 3.2, the problems of understanding and genera-tion in MT are often addressed by restricting the domain of the text so thatthe lexicon and grammar are constrained.A third type of linguistic problem for MT concerns the mappings be-tween source- and target-language representations. There are a number ofdimensions along which source- and target-language representations mayvary. These divergences make the straightforward mapping between lan-guages impractical. Some examples of divergence types that MT researchersstrive to address are thematic, head-switching , structural , categorial , andcon
ational .3 Each of these will be discussed, in turn.Thematic divergence involves a \swap" of the subject and object posi-tions:(10) Thematic Divergence:E: I like MaryS: Mary me gusta`Mary (to) me pleases'2This example is based on personal communication with Yan Qu3Many sentences may �t into these divergence classes, not just the ones listed here.Also, a single sentence may exhibit any or all of these divergences.



9Here, Mary appears in object position in English and in subject position inSpanish; analogously, the subject I appears as the object me.Head-switching divergences occur commonly across language pairs. Insuch cases, a main verb in the source language is subordinated in the targetlanguage:(11) Head-Switching Divergence:E: I like to eatG: Ich esse gern`I eat likingly'Observe that the word like is realized as a main verb in English but as anadverbial modi�er (gern) in German.In structural divergence, a verbal argument has a di�erent syntactic re-alization in the target language:(12) Structural Divergence:E: John entered the houseS: Juan entr�o en la casa`John entered in the house'In this example, the verbal object is realized as a noun phrase (the house)in English and as a prepositional phrase (en la casa) in Spanish.Categorial divergence involves the selection of a target-language wordthat is a categorial variant of the source-language equivalent. In such cases,the main verb often changes as well:(13) Categorial Divergence:E: I am hungryG: Ich habe Hunger`I have hunger'In this example, the predicate is adjectival (hungry) in English but nominal(Hunger) in German. Note that this change in category forces the generatorto select a di�erent main verb.Con
ation is the incorporation of necessary participants (or arguments)of a given action. A con
ational divergence arises when there is a di�erencein incorporation properties between the two languages:(14) Con
ational Divergence:E: I stabbed JohnS: Yo le di pu~naladas a Juan`I gave knife-wounds to John'This example illustrates the con
ation of a constituent in English that mustbe overtly realized in Spanish: the e�ect of the action (knife-wounds) isindicated by the word pu~naladas whereas this information is incorporatedinto the main verb in the source language.Resolution of cross-language divergences is an area where the di�er-ences in MT architecture are most crucial. Many MT approaches resolve



10such divergences by means of construction-speci�c rules that map from thepredicate-argument structure of one language into that of another. More re-cent approaches use an intermediate, language-independent representationto describe the underlying meaning of the source language prior to generat-ing the target language. The details of these contrasting approaches will bediscussed further in section 4.3.2 Operational ConsiderationsIn addition to the above linguistic challenges, there are several operationalchallenges. These include: extension of the MT system to handle new do-mains and languages; handling a wide range of text styles; maintenance ofa system once it has been developed; integration with other user software;and evaluation metrics for testing the e�ectiveness of the system.Typically, to handle the linguistic challenges associated with understand-ing or generating a text, the text is restricted by domain so that the lexiconand grammar are more restricted. By doing so, the problems of lexicalambiguity, homography, polysemy, metonymy, contextual ambiguity, lexicalselection, and tense generation are reduced. Then when building or extend-ing an MT system to handle a particular domain and language, the designermust take on the smaller but still expensive task of acquiring and adaptingthe lexicon. To give an idea of the size of a domain lexicon, we have seendomain lexicons in commercial MT systems ranging from around 8000 to12000 entries. The lexicon size varies according to the domain and whetheran entry represents multiple senses or a single sense.Although several researchers have developed tools to help with the ac-quisition of the lexicon (see, e.g., [28], [31], [32], [34], [36], [43], [54], [69], [74],[81], [89], [132], [143], [145], [164], [165], [166], [169], [171], [172], [212], [219],[227], [231]) these tools only help reduce the overall amount of work that isrequired by a small amount. The majority of the work still requires manualentry and �ne-tuning by people with specialized expertise in linguistics andin the domain for which the system is being built. The words that shouldbe included in the system can be extracted from a representative corpus andtheir possible parts of speech assigned. However, each of these entries mustbe reviewed to correct the part of speech assignments since the automatedprocess is not 100% accurate. In addition, the entries must be manuallymodi�ed so that other linguistic features can be added.While some argue that one would want to manually review and �ne-tune each entry anyway [142], the expense involved depends on the systemarchitecture and research paradigm involved (i.e., statistical-based MT sys-tems do not require detailed linguistic and domain knowledge). For systemsthat require large amounts of encoded knowledge, research is in progress toautomatically extract other linguistic features from published bilingual andmonolingual dictionaries and from parallel corpora [31], [37], [68], [79], [88],[149].Another issue is how to cost e�ectively maintain a lexicon once it has beenacquired. Most interfaces that have been built for users with no specialized



11linguistics training still look much like the �rst such interface created forthe TEAM project [93]. (Other lexical interfaces are described in [17], [20],[71], [90], [92], [94], [125], [209], [208].) The maintainer is presented withvarious sentences utilizing the word being updated and asked to indicatewhich usages are correct and which are not. Each sentence represents a testto determine whether or not a particular linguistic feature applies.One problem with these interfaces is that asking these types of ques-tions does not work for all words. Someone with linguistic expertise willstill have to review the results of the maintenance session. For example,once the Spanish verb gustar is entered into the lexicon as a psyche verb,someone with knowledge about linguistic structure must check that the ar-gument structure (i.e., ordering of subject with respect to the object) is thereverse of the argument structure for the analogous English word like. (Ex-ample (10) given earlier illustrates this thematic divergence between Spanishand English.)The extension of a system to handle additional languages also involvesproviding an analysis grammar for the source language and a generationgrammar for the target language. Creating these grammars requires spe-cialized linguistics knowledge as well as an understanding of the domainfor which the system is being built since the grammar writer usually mustunderstand the text in order to write a grammar that will produce an appro-priate analysis. Grammar writing is the point at which many of the linguisticchallenges associated with understanding and generation must be addressed.Heuristics relevant to the particular domain are often utilized at this point.For example, in Eurotra preferences for PP attachment are expressed withheuristics such as: \a PP which is not a modi�er is preferred over the samePP when it is a modi�er" [23].As the grammar is being written it must be continually tested and re�nedin order to arrive at a reasonably good result for most of the expected inputs.Herein lies two major challenges: determining what a reasonably good resultis and predicting the most likely inputs. Since grammar writing requires agreat deal of linguistic expertise, even a small adjustment to the grammar is adevelopment issue and not a user maintenance issue. Even as a developmentproblem, this is one of the more time consuming tasks and one for which notmany tools have been created.Another operational consideration is the type of text to be translated.Handling a wide range of styles and sources of published text present vastlydi�erent degrees of operational di�culties for MT systems. Literary texts,such as novels and poetry, make frequent use of metaphor, have complexand unusual sentence structure, and assume a wide world and social context;these are all outside the competence of current MT systems. This is alsotrue of popular journalistic texts, which, in addition, use (or create) the mostfashionable words and social context. The problem is exacerbated by the factthat authors of these texts assume their audiences are knowledgeable aboutthe general world and in some cases about the technical �eld underlyingtheir writings. Often, the text cannot be understood without this type of



12knowledge, referred to as world knowledge.MT systems fail for texts that rely heavily on metaphor and world knowl-edge because they have great di�culty in representing and using complexand subtle metaphors or understanding social context and interactions, andit is nearly impossible for them to keep up with the rapid changes in vocab-ulary. MT systems work best for texts that are written using simple syntax,make little or predictable use of metaphor, and have a stable vocabularyand a limited domain. Scienti�c and technical documents fall into this cate-gory and thus far have represented the most successful applications of MT.Text fragments such as tables of contents and sentence fragments present adi�erent situation in that the syntactic rules must be relaxed to deal withincomplete sentences and possibly ungrammatical phrases. Since there maybe little context as a basis for translating the fragments, lexical selectionbecomes an important and di�cult problem.Another operational consideration is the necessity for the MT system tobe designed in such a way that it can be e�ectively integrated with otheruser software such as optical character recognition (OCR) and documentpublishing tools [4], [82], [96], [98], [144]. An application such as OCRmight utilize some of the linguistic information that is available to the MTsystem; thus, this information should be handled in such a way that it iseasily retrievable and usable independently from the MT system. ResearchMT systems tend to be modular and this operational consideration providesfurther motivation and challenges in designing the system.A �nal operational consideration is how to evaluate and test the MTsystem. This applies to both users and developers of systems. When asystem is being extended or when a purchase is being considered, theremust be a way to test the e�ectiveness of a system in meeting the user'srequirements. Further, when building research systems, one needs to be ableto evaluate the e�ectiveness of the approach. As mentioned earlier in theabove discussion on grammar writing, predicting the inputs is a challenge.In the case of evaluation, the question is whether the testing adequatelycovers the possible inputs when it is not clear what all the inputs will be.A second di�culty is determining the correctness of a translation. Thecorrectness depends on the intended usage of the translation. Along withthis, correctness is not a single binary judgement but a set judgements whichmay or may not be binary. An important issue in evaluation is that ofchoosing the appropriate judgement for a particular use of translation. Weelaborate on these evaluation issues and the research in this area later insection 6.4 ArchitecturesCurrent architectures for MT may be roughly organized into the followingthree classes: (1) Direct; (2) Transfer; and (3) Interlingua. These levels havebeen characterized in terms of a `pyramid' diagram (see �gure 3) which �rstappeared (in a slightly di�erent form) in [218] and has since become classic.
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14following:(15) Direct Mapping:X LIKE Y ! Y GUSTAR XAs we will see below, such rules are closer in nature to those used in thetransfer approach. Unfortunately, without a detailed syntactic analysis, onlysimple forms can be recognized; consequently, complex structures, such asclauses and verb separations (as are frequently found in German), are leftin the original syntax. Moreover, when more di�cult cases arise, e.g., (11)above, it is impossible to construct direct mapping rules. The result is thatthis approach typically generates very literal translations, e.g., I eat likinglyfor the German sentence Ich esse gern.A more serious problem with systems based on the direct architecture(as well as with some versions of transfer architecture systems) is selection ofthe correct target-language words for source-language words (lexical ambi-guity). Recall from section 3.1 that many words, such as ball , have distinctlydi�erent meanings (homography) and translations; others, such as kill , havesubtle related meanings (polysemy) that are frequently represented by dis-tinct words in the target language. Direct architecture systems cannot copewith this lexical selection problem since they cannot relate a word to the wayit is used in a sentence. The best that can be done is to restrict the textualdomain and include in the lexicon only the translation most likely for thatdomain. Direct architecture systems produce, at best, poor translations.However, for limited domains and simple text (such as tables of contents ortext fragments where correct syntax is less critical), they sometimes producetranslations useful to domain experts.4.2 Transfer ArchitecturesAs shown in �gure 3, transfer architectures lie on a spectrum ranging fromdirect to interlingual architectures: at the direct architecture end of thespectrum is the syntactic transfer architecture; at the interlingual end ofthe spectrum is the semantic transfer architecture. The initial intent oftransfer architecture systems was to provide syntactically correct target-language text by transforming source-language representations into suitabletarget-language syntactic representations. Although the transfer rules thatperform this conversion depend on both the source and target languages,some of the rules may need only slight modi�cation when an MT system isdeveloped for a new target language linguistically related to an existing one.Both the transfer and the interlingual approaches require \linking rules"that map between the surface (source- and target-language) text and someform of internal representation. What distinguishes these two approaches isthat the internal representations used in the transfer approach are assumedto vary widely from language to language. Thus, transfer rules must beconstructed to map between these two representations. As we will see inthe next section, no transfer rules are needed in the interlingual approach



15because the same internal representation is used for both the source andtarget languages.Although the internal representations used for the source and target lan-guages are not the same, the primitives (e.g., SUBJ, OBJ1) used in theserepresentations are often similar, or even identical. The use of similar primi-tives allows for more general mapping rules than that of the direct approach.For example, the rule for mapping between the sentences in example (10)would be more general than the analogous rule in (15):(16) Transfer Mapping:gustar(SUBJ(ARG1:NP),OBJ1(ARG2:PREP))!like(SUBJ(ARG2:NP),OBJ1(ARG1:NP))The e�ect of this rule is to swap the subject and object arguments and tochange the category of the object from a preposition (in Spanish) to a nounphrase (in English).Unlike the direct approach, the transfer architecture accommodates morecomplex mappings such as that of example (11). (We will discuss speci�capproaches to handling such cases in section 5.1.3.) However, a common crit-icism of this approach is that a large set of transfer rules must be constructedfor each source-language/target-language pair; a translation system that ac-commodates n languages requires n2 sets of transfer rules. This shortcominghas been noted by a number of researchers (see, e.g., [24], [65]).Despite the drawbacks associated with the use of transfer rules, the syn-tactic transfer architecture has the advantage that ambiguities that carryover from one language to another are handled with minimal e�ort. Considerthe example given earlier: John hit the dog with a stick . In this example, thesyntactic ambiguity is not resolved by the syntactic analysis because there isno way to determine from syntax alone whether the dog had a stick or Johnused a stick to hit the dog. We have already seen that, if we are translatingbetween similar languages, it may not be necessary to resolve the ambiguity;the source-language syntactic ambiguity may transfer to the target languageand still be understandable to human readers. In an attempt to improveperformance, some syntactic transfer architecture systems take advantageof this phenomenon and refrain from doing a complete syntactic analysis ofthese structures.Transfer approaches are also able to resolve certain lexical ambiguitiessince the syntactic analysis can usually determine the lexical category (partof speech) of a source text word. For example, as mentioned earlier, it ispossible to determine whether the English word book would be translated inSpanish to the noun libro or to the verb reservar , depending on the localcontext.The overall translation quality of syntactic transfer architecture systemstends to be lower than those that employ a deeper analysis of the source-language text. Many lexical and syntactic ambiguities are not resolvable;consequently, long and complex sentences may not be understandable. Inan attempt to improve translation quality by considering the meaning of the



16sentences, most transfer architecture systems have moved to the semantictransfer end of the spectrum by adding semantic analysis and semantic trans-fer rules as needed (i.e., ambiguities such as the ball and with a stick casesabove would be resolved). The result of this combined syntactic and seman-tic analysis is a representation of the source text that combines translation-relevant syntactic and semantic information. Since this is usually done tosolve speci�c language pair problems, the semantic analysis remains incom-plete and, to some extent, language pair-dependent. That is, the addition ofa new target language may well require modi�cation of the source-languagesemantic analysis.In principle, semantic transfer architecture systems have the capabilityto produce excellent translations, provided that a context (discourse andpragmatic) analysis is done in addition to a deep semantic analysis. In prac-tice, little or no discourse or pragmatic analysis is done, and only enoughsemantic analysis is done to meet the translation goals of the system. Se-mantic transfer architecture systems can produce good translations when theanalysis and rules are complete, and the bilingual lexicon covers the domainof interest.A perceived di�culty with transfer architecture systems is that the trans-fer rules and, to some extent, the source-language analysis are dependent onboth the source and target language. Thus a new system would have tobe developed for each language pair of interest. This is not as problematicas might be expected. First, target-language generation can be expectedto need little augmentation when a new source language is added. Second,much of the source-language analysis will not change as new target languagesare added; only newly discovered semantic and structural di�erences needbe resolved. Finally, it is true that new transfer rules will be required. How-ever, the addition of a new source or target language will a�ect only therecognition or production parts of the rules, respectively; if the language isbeing replaced by one similar in structure, many of the transfer rules neednot be changed. Of course, the addition of radically di�erent languages(e.g. the �rst Asian language added to a system working between Europeanlanguages) will require a major e�ort.At the semantic-transfer end of the spectrum there is a �nal categoryof transfer architecture that could be viewed as a \special-case interlingual"design, i.e., one that de�nes a single syntactic and semantic representationfor several related languages, such as the Romance languages. This approachis termed \multilingual". In �gure 3, the multilingual representation takesthe place of two semantic structure nodes; no transfer rules are necessary, yetthe representation is not interlingual since, as in standard transfer systems,it relies on the characteristics of the source and target languages. In thisapproach the analysis and generation processes depend only on the respectivesource and target languages. In practice, this approach is being exploitedby a number of systems.To summarize, transfer architecture systems produce higher-quality re-sults than direct architecture systems, but at the expense of having to de-



17velop extensive source-language analysis techniques and sets of transfer rules.4.3 Interlingual ArchitecturesThe basic idea of the interlingual (sometimes called pivot) architecture forMT is that the analysis of the source-language text should result in a rep-resentation of the text that is independent of the source language. Thetarget-language text is then generated from this language-neutral, interlin-gual representation. This model has the signi�cant advantage that analysisand generation development need be done only once for each language, and atranslation system can be constructed by joining the analysis and generationthrough the interlingual representation.This is currently a very active area of research, although a few commercialsystems are based on this approach [16], [53], [80], [160], [161], [187]. Theresearch issues center on the feasibility of specifying an interlingua that isadequate for all languages and on the depth of semantic analysis requiredto produce acceptable translations. The latter is also an issue for the moreambitious systems based on the semantic transfer architecture.The interlingual approach to example (10) would be to assume that thereexists a single underlying concept for the meaning of the main verb in bothsentences, i.e., a representation such as the following:(17) Interlingual Representation:like/gustar: [CAUSE (X, [BE (Y, [PLEASED])])]4This representation conveys the idea that something or someone (X) causessomeone (Y) to be pleased. An approach that adopts this representationwould not require transfer rules since the representation would be the samefor the source and target languages. Instead, all that would be needed isto de�ne \linking rules" that map between the surface (source- and target-language) text and the interlingual form.An issue raised with respect to this approach is that, because interlin-gual representations are generally independent of the syntax of the sourcetext, the generation of the target language text from this representation of-ten takes the form of a paraphrase rather than translation (see, e.g., [10],[102], [108].) That is, the style and emphasis of the original text are lost.However, this is not so much a failure of the interlingua as it is a lack ofunderstanding of the discourse and pragmatics required to recognize styleand emphasis. In some cases, it may be an advantage to ignore the author'sstyle. Moreover, many have argued that, outside the �eld of artistic texts(poetry and �ction), preservation of the syntactic form of the source text intranslation is completely super
uous. (See, e.g. [157], [222].) For example,the passive voice constructions in the two language may not convey identical4This is a simpli�ed, generic version of a Lexical Conceptual Structure (LCS) represen-tation that could be attributed to a number of researchers including Schank ([184], [185],[186]) and Jackendo� ([105], [106]) among others. See [65] for a more detailed treatmentof such cases.



18meanings. The current state of the art seems to be that it is possible to pro-duce interlinguas that are adequate between language groups (e.g., Japaneseand western European) for specialized domains.Another issue concerns a point raised earlier, i.e., that authors of sourcetexts assume their audiences are knowledgeable about the general world andin some cases about the technical �eld underlying their writings. Manyresearchers (e.g., [155]) who adopt the interlingual approach aim to em-ploy a deep semantic analysis that requires extensive world knowledge; theperformance of deep semantic analysis (if required) depends on the (so farunproven) feasibility of representing, collecting, and e�ciently storing largeamounts of world and domain knowledge. This problem consumes extensivee�orts in the broader �eld of arti�cial intelligence.5 Paradigms of MT Research SystemsThe architectural basis of the system is only one of many axes along whichone might compare MT systems. Another important axis of comparisonis that of research paradigm. It is important to understand the di�erencebetween the type of architecture and the type of paradigm: one does notpresuppose the other. The former refers to the actual processing design (i.e.,direct, transfer, interlingual), whereas the latter refers to informational com-ponents that aid the processing design (knowledge-based, example-based,statistics-based, etc.).This section enumerates and discusses some of the more recent classes ofMT paradigms that researchers are currently investigating. This list is, by nomeans, exhaustive. It is intended to cover most of the approaches that havebeen introduced in recent years, a vast majority of which were reported inthe last �ve years at a number of conferences including the Annual Meetingof the Association for Computational Linguistics (ACL), the InternationalConference on Theoretical and Methodological Issue in Machine Transla-tion (TMI), the Conference of the Association for Machine Translation inthe Americas (AMTA), the International Conference on Computational Lin-guistics (COLING), and the Machine Translation Summit (MT-Summit).There may be some disagreement about the boundaries of the classi�ca-tion. For example, the S&BMT paradigm has been viewed as Constraint-Based (CBMT) (see, e.g., [223], [224]) in that the translation process is takento be a collection and resolution of sets of constraints. It has also been viewedas lexical-based (LBMT) (see e.g., [21], [22]) in that a bilingual lexicon isused to put into correspondence pairs of monolingual lexical entries. Fre-quently, researchers employ techniques from several categories. An exampleof such a case is an approach described in [91] which proposes to combinetechniques used in Example-Based (EBMT), Statistics-Based (SBMT), andRule-Based (RBMT).We will discuss research paradigms in terms of three di�erent categories:(1) those that propose to rely most heavily on linguistic techniques; (2) thosethat do not use any linguistic techniques; and (3) those that use a combina-



19tion of the two. The separation of linguistics-based and non-linguistics-basedapproaches illustrates an emerging dichotomy among MT researchers that�rst became evident at the TMI in 1992. This is the confrontation dubbedthe `rationalist-empiricist' debate, which divides researchers into two groups,those who advocate well-established methods of rule-based/constraint-basedMT (linguistic-based MT) and those involved in newer corpus-based MT (in-cluding EBMT, SBMT, and Neural Network Based (NBMT)). Many of thesesame issues have continued as hot topics of debate during the TMI in 1992.Several researchers have now acknowledged the need for a hybrid or inte-grated approach to MT that makes use of techniques from both types ofparadigms, combining the best that each paradigm type has to o�er.5.1 Linguistic-Based ParadigmsUntil very recently, most MT researchers studied Linguistic-based MT, i.e.,translation on the basis of principles that are well-grounded in linguistictheory. Systems based on linguistic theory strive to use the constraints ofsyntax, lexicon, and semantics to produce an appropriate target-languagerealization of the source-language sentence. This section presents several ofthe most recent linguistic-based paradigms.5.1.1 Constraint-Based MTConstraint-Based (CBMT) techniques have shown up in several di�erent MTapproaches (see, e.g., [13], [76], [115], [116], [178], [223], [224]). For example,the Shake-and-Bake paradigm (discussed below) demonstrates the full utilityof constraint application.In this section, we will discuss one of the earliest MT approaches to useconstraints on combination of lexical items, i.e., the LFG-MT system [115],[116]. This system translates English, French, and German bidirectionallybased on lexical functional grammar (LFG) [114]. In the LFG formalism,f-structure (functional structure) is a fundamental component of the trans-lation. For example, the f-structure for the sentence I gave a doll to Maryis:(18) 26666666666666664 PRED `GIVEh(" SUBJ)(" OBJ)(" TO OBJ)i'SUBJ " NUM SGPRED `I' #TENSE PASTOBJ 264 SPEC ANUM SGPRED `DOLL' 375TO " PCASE TOOBJ h PRED `MARY' i # 37777777777777775



20The LFG-MT system is capable of handling di�cult translation casessuch as the head-switching case given earlier in (11). An example from [115]is the following:(19) Head-Switching Divergence:E: The baby just fellF: Le b�eb�e vient de tomber`The baby just (verb-past) of fall'Here, the English just is translated as the French main verb venir whichtakes the falling event as its complement de tomber . The f-structures thatcorrespond, respectively, to the English and French sentences in this exampleare the following:(20) (i) 266666666664 PRED `JUSTh(" ARG)i'ARG 2666666664 PRED `FALLh(" SUBJ)i'TENSE PASTSUBJ 26664 PRED `BABY'NUM SGSPEC " DEF +PRED `THE' # 37775 3777777775 377777777775(ii) 26666666666666666664 PRED `VENIRh(" SUBJ)(" XCOMP)i'SUBJ 26666664 PRED `B�EB�E'GENDER MASCNUMB SGSPEC " DEF +PRED `LE' # 37777775XCOMP 26664 PRED `TOMBERh(" SUBJ)i'COMPL DETENSE INFSUBJ hB�EB�Ei 37775
37777777777777777775Because the LFG-MT system is based on construction-speci�c represen-tations, the mapping operations required in the transfer are performed bytransfer equations that relate source- and target-language f-structures. Thetransfer equations that relate the f-structures (20)(i) and (ii) are the follow-ing:(21) LFG Transfer Rule:(� " PRED `JUSTh(" ARG)i') = VENIR(� " XCOMP) = � (" ARG)This equation identi�es venir as the corresponding French predicate, and itconstrains the argument of just to be a complement that is headed by theprepositional complementizer de.As illustrated here, the LFG-MT framework makes an association be-tween the syntactic structure and the f-structure using a set of mediating



21selectional constraints that are encoded as lexical entries. The disadvantageto this approach is that the f-structure is tightly coupled with the syntacticstructure of the language; thus, if a particular concept can be syntacticallyexpressed in more than one way, there will be more than one f-structure inthis framework.A drawback to this approach, discussed in [179], is the handling of caseslike (19) in the context of embedded clauses. In particular, if the Englishsentence in example (19) were realized as an embedded complement suchas I think that the baby just fell , it would not be possible to generate theFrench output. The reason for this is that the LFG-MT system breaks thissentence down into predicate-argument relations that conform (roughly) tothe following logical speci�cation:(22) LFG Predicate-Argument Relation:think(I,fall(baby))just(fall(baby))The problem is that the logical constituent fall(baby) is predicated of twological heads, think and just. The LFG-MT generator is unable to determinehow to compose these concepts and produce an output string.More recently, this di�culty has been addressed in [116] where a newdescription-language operator, restriction, is used to provide a more ad-equate account of head-switching. A re�ned version of this approach isdescribed in [59] and currently used in the Verbmobil MT project [58].5.1.2 Knowledge-Based MTKnowledge-based machine translation (KBMT) is a paradigm adopted bydevelopers of numerous U.S. systems including Pangloss at Carnegie Mel-lon's Center for Machine Translation [45], [148], [155], [160], [166]; ULTRAat New Mexico State's Computing Research Laboratory [81], [83]; Cyc-NLat CYCORP [131]; Japangloss and GAZELLE at University of SouthernCalifornia and ISI [123], [124]; UNICON at the University of Pennsylva-nia [169]; and several European systems including an MT system developedat UMIST's Department of Language Engineering [8]. More recent exten-sions to the ULTRA and Pangloss systems have resulted in a Multi-EngineMachine Translation (MEMT) architecture [97]|based on techniques in-vestigated in Mikrokosmos [136]|in which the strengths of many di�erentapproaches (KBMT, EBMT, SBMT, etc.) are exploited.The KBMT paradigm concentrates on the development of knowledgeintensive morphological, syntactic, and semantic information for the lexi-con. Tools have been developed for creating ontologies and have provideda framework for automatic lexical acquisition [125]. In general, the focusof research in KBMT has been on the development of underlying KR con-cepts. Little attention has been devoted to providing a systematic \linking"of these concepts to the syntax; thus, KBMT is complementary to the (lessknowledge-intensive) LBMT and PBMT paradigms described below.



22An example of a case addressed in KBMT is the translation of a sentencesuch as the following (taken from [155]):(23) Drop by your old favorite Dunkin' Donuts shop.The underlying representation for this sentence is an interlingual text (ILT)representation involving a set of frames that look like the following:(24) (i) (make-frame text 1(clauses (value clause 1))(relations (value relation 1))(attitudes (value attitude 1))(producer-intentions (value producer intention 1)))(ii) (make-frame clause 1(head (value %visit 1))(aspect (duration prolonged) (phase begin) (iteration 1))(time (value time 2)))(iii) (make-frame %visit 1(is-token-of (value *visit))(agent (value *consumer*))(destination (value %shop 1)))(iv) (make-frame relation 1(type (value domain-conditional))(�rst (value %visit 1))(second (value %involuntary-perceptual-event 1)))(v) (make-frame attitude 1(type (value &evaluative))(attitude-value (value .9))(scope (value %shop 1))(attributed-to (value *consumer*))(time (value (since time 5))))(vi) (make-frame producer-intention 1(is-token-of (value *commissive-act))(scope (value relation 1)))KBMT requires a syntactic frame (in the lexicon) for each conceptualevent that occurs in the ILT. The frame that provides the meaning for thedrop by action (which is really a form of visit) looks like the following:(25) (drop(make-frame+drop-v1(cat (value v))(syn-struc((root $var0)(subj ((root $var1) (cat n)))(obliques ((root $var2) (prep by)))))



23(sem(lex-map(%visit(agent (value ^$var1))(theme (value ^$var2)(sem *location)(relaxable-to *object)))))))Note that the syntactic realization information appears in the hand-codedsyn-struc slot. The linking rule that relates this information to the ILTis implicit in the speci�cation that appears in the sem slot. In particular,this information speci�es that the agent (var1) maps into syntactic subjectposition and the theme (var2) maps into a syntactic oblique position.This encoding of the linking rule identi�es the precise syntactic realiza-tion for the underlying concept (i.e., the concept is realized as the verb dropwith a subject and an oblique argument). The reason such speci�c syn-tactic information is required is that the conceptual representation divergessigni�cantly from the surface realization. In other words, there is no sin-gle systematic mapping between a concept and its surface realization. (Inthe PBMT paradigm described below, we will see that the syntax-semanticsmapping may be generalized.)As described in [97], the KBMT paradigm provides high-quality, fully-automated translations; however, the domains used for this approach arenarrow and well-de�ned since the required amount of information wouldotherwise be large and cost-prohibitive with respect to indexing and search-ing.5.1.3 Lexical-Based MTLexical-Based MT (LBMT)5 overlaps heavily with several other paradigmsincluding RBMT ([9], [15], [12], [10]), PBMT ([61], [62], [64]), and S&BMT([21], [22]); in general, a lexical-based system refers to any system that sup-plies rules for relating the lexical entries of one language to the lexical en-tries of another language. Several researchers have adopted the lexical-basedparadigm, but at di�erent degrees of generality. (See, e.g., [1], [30], [60], [63],[65], [70], [75], [78], [79], [80], [81], [181], [211], [213], [227].)One such system is the LTAG system [1] for English-French and French-English. The system is a transfer approach that uses synchronous tree-adjoining grammars (as described in [194]) to map shallow tree-adjoininggrammar (TAG) [113] derivations from one language onto another. Themapping is performed by means of a bilingual lexicon which directly asso-ciates source and target trees through links between lexical items and theirarguments. Roughly, each bilingual entry contains a mapping between asource-language sentence and a target-language sentence.5The acronym LBMT has also been used for linguistic-based MT, which is a moregeneral term that refers to techniques that belong to any category outside of EBMT,NBMT, or SBMT. It is used in a more speci�c sense here, i.e., it refers to those linguistic-based systems that are driven primarily by the lexicon.
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aimerFigure 4: Mapping Source-Language Trees to Target-Language Trees inLTAGThis approach handles cases such as the following:(26) Categorial Divergence:E: John is fond of musicF: John aime la musique`John loves the music'Here, the source language concept is realized as the adjectival form be fondof in English, whereas the French translation realizes this concept as theverb aimer . The transfer rule that accounts for this mapping directly linksthe adjectival phrase fond of in the source-language tree with the verb aimerin the target-language tree as shown in �gure 4. This translation mappingrelates the AP node in the English tree to the V node of the French tree.The advantage of this approach is that it accommodates modifying phrasesin cases such as the following:(27) Categorial Divergence:E: John is very fond of musicF: John aime beaucoup la musique`John loves very much the music'Here, the English adverb very is associated with the predicate fond of (in-stead of with the main verb) whereas in French, the corresponding adverbialbeaucoup is associated with the main verb aimer . The mechanism that per-mits this modi�cation to be appropriately executed is the linking betweenthe adjectival phrase fond of and the verb aimer : since the English mainverb be has no link associated with it, the modi�er must instead be associ-ated with the adjectival phrase.One disadvantage to this approach is that it requires entire trees tobe stored in the transfer dictionary for each source-to-target pair, which issigni�cantly burdensome as the number of source and target languages begin



25to add up. However, the approach is powerful in its treatment of cases suchas (27), which have remained otherwise unaddressed in the literature.5.1.4 Rule-Based MTThe Rule-Based MT (RBMT) paradigm is associated with systems thatrely on di�erent linguistic levels of rules for translation between the sourceand target language [9], [10], [15], [12], [55], [84], [91], [115], [116], [129],[140], [163], [176], [210], [215]. The prototypical example is Rosetta [176],an interlingual system which divides translation rules into two categories:(1) M-rules, which are \meaning-preserving rules," map between syntactictrees to underlying meaning structures; and (2) S-rules, which are \non-meaningful rules," map lexical items to syntactic trees. The former are usedfor compositional (or \regular") phenomena and the latter are used for non-compositional (or \exceptional") phenomena.6Consider the following case:(28) Head-Switching Divergence:E: Mary happened to comeD: Mary kwam toevallig`Mary came by chance'The interlingual representation used for this case is a canonical form corre-sponding to `by-chance(Mary,come).' Thus, the English syntactic structureparallels the canonical form: the verb construct corresponding to `by-chance'(happen to) takes as its argument the clause corresponding to `(Mary,come)'(come). The Dutch syntax, on the other hand, does not correspond to thestructure of the canonical form since the verb corresponding to `(come,Mary)'(kwam) takes as its argument the adverbial construct corresponding to `by-chance'(toevallig or `by chance'). In order to handle such cases compositionally, a\switch rule" is triggered by the adverb toevallig and normal processing isinterrupted; control is then passed to a module that derives a new category(from an argument of the canonical head) that takes over the role of syntactichead.This approach di�ers from the LBMT approach in that the idiosyncraticrequirements of individual lexical items are encoded in the control mecha-nism rather than in the lexicon. In the case above, the control mechanism isgoverned by grammatical rules that interpret adverbials such as toevallig asa \deviant," i.e., a non-head in the syntax but a head in the canonical form.In the LBMT approach, such information is encoded in the lexicon, thusallowing only certain adverbials to act as interrupt triggers, namely thoseassociated with a lexical marker.6The separation of these two rule types is analogous to the notion of relaxed compo-sitionality in systems such as Eurotra and its descendant, MiMo [15], [12]. Both groupsaddress the same phenomena, e.g., head-switching divergences, but Rosetta uses an inter-lingual representation instead of transfer rules.



26A di�culty with this approach is the accommodation of head-swappingcases where the \deviant" serves as a head in the syntax but a non-head inthe canonical form. Consider the following example:(29) Head-Switching Divergence:E: Mary usually goes to schoolS: Mary suele ir a la escuela`Mary is accustomed to go to school'In this example, the canonical form could, arguably, be `go(Mary,school,usually),'i.e., the English syntax parallels the canonical form. By contrast, the Spanishsyntax includes the \deviant" verb suele, which is a head in the syntax buta non-head in the canonical form; this is the inverse of the previous exam-ple. The head-swapping rules in Rosetta do not include such a case, perhapsbecause this would force an interrupt to occur too late|after the syntacticstructure corresponding to the logical head has already been built. Eventhough it might not be linguistically justi�ed, the canonical representationfor the Spanish sentence would have to be `be-accustomed(Mary,go(school)).'By contrast, the English sentence would map into the canonical form givenabove which means that the two would never be translation equivalents. In-stead the system would force the following, more literal, translation pairs (inboth directions):(30) Literal Translation:(i) E: Mary usually goes to schoolS: Mary usualmente va a la escuela(ii) E: Mary is accustomed to going to schoolS: Mary suele ir a la escuelaTaking a grammar-driven approach forces the Rosetta developers to re-gard such cases of mismatch as purely grammatical. The possibility of ex-tending the notion of compositionality into the lexicon is a possible futuredirection for Rosetta, which underlyingly is a well-developed system thatcovers a wide range of linguistic phenomena.5.1.5 Principle-Based MTThe Principle-Based MT (PBMT) paradigm has been investigated by a num-ber of researchers [61], [62], [64], [72], [193] [196], [197], [221]. PBMT is analternative to RBMT in which rules are replaced by a small set of principlesthat cover morphological, grammatical, and lexical phenomena in a generalfashion. An example of a construction that is derived from general principlesis the passive construction (e.g., The ball was hit by John), as described byBerwick in [29, pp. 1-2]:\... constructions like passive follow from the deductive interac-tions of a relative small set of primitives. On this view there is no`passive rule'. Passive constructions result from the interactionof deeper morphological and syntactic operations."



27A canonical example of the PBMT paradigm is the PRINCITRAN MTsystem [72], which is based on syntactic principles of Government-Binding(GB) Theory [51] and lexical-semantic principles of Lexical Conceptual Struc-ture (LCS) [65], [106], [105]. This system was originally designed for Korean-English machine translation; lexicons for Spanish and Arabic were subse-quently developed for related NLP applications (e.g., foreign language tu-toring) [67]. In this system, structure building is deferred until underlyingdescriptions satisfy a number of linguistic principles that are parameterizedfor ease of porting to new languages [66]. The processing mechanism is lan-guage independent and accommodates structurally di�erent languages (e.g.,head-initial vs. head-�nal) with equally e�cient run times.PRINCITRAN encodes the grammar for each language as a network ofnodes that represent grammatical categories (e.g., NP, Nbar, N) or subcate-gories, such as V:NP (i.e., a transitive verb that takes an NP as complement).Input sentences are parsed by passing messages in the grammar network.The network nodes are computing agents that communicate with each otherby sending messages in the reverse direction of the links. GB principles areimplemented as constraints attached to and links. All information at a nodemust satisfy the node's local constraint. A message can be sent across a linkonly if it satis�es the link's constraint. For example, there is a GB principlethat requires every NP to be assigned abstract case. The Case Filter rulesout sentences containing an NP with no case. A Case Filter violation isdetected if a node containing -cm percolates its attribute to a sister nodecontaining -ca, thus ruling out sentences such as I believe John pleased (butallowing, for example, I believe John is pleased).This framework is well-suited to an interlingual design since the link-ing rules between the syntactic representations and the underlying lexical-semantic representation are well-de�ned. PRINCITRAN uses LCS as itsinterlingual representation and handles translational divergences (such asthose described above in Section 3.1) by means of the parameter-setting ap-proach. For example, there exists a single underlying concept for the mean-ing of the main verb in both the English and Spanish sentences in (10) givenearlier, yet there are lexical-semantic divergences between the two languages:(31) Thematic Divergence:S: [S [NP X'] [VP [gustar [NP Y']]]]E: [S [NP Y'] [VP [like [NP X']]]]The relation between the lexicon entry for the verb and the syntacticrepresentation is captured by means of a general \linking rule"|the mainprinciple by logical arguments are mapped into syntactic positions. In Span-ish, the default linking rules are used (e.g., the logical subject X is mappedinto the syntactically external position X'). In English, the lexical entry isparameterized to override this linking (e.g., the logically external subject Xis mapped into the syntactically internal position X'):(32) Lexical Representations for Thematic Divergence:like: [CAUSE (X :INT, [BE (Y :EXT, [PLEASED])])]



28gustar: [CAUSE (X, [BE (Y, [PLEASED])])]The PBMT paradigm is complementary to the KBMT and EBMT ap-proaches in that it provides broad coverage of many di�erent linguistic phe-nomena, but lacks deeper knowledge about the translation domain. Workis currently underway to combine the bene�ts of the PBMT and KBMTapproaches in a collaborative large-scale Chinese-English MT e�ort betweenthe University of Maryland and New Mexico State University [70], [164],[165].5.1.6 Shake and Bake MTOne of the newest linguistic-based translation paradigms is Shake and BakeMT (S&BMT) [21], [22], [35], [223], [224], which is a perfect example of whywe distinguish between research paradigm and MT architecture. Althoughthe originators of this approach claim that S&BMT is an alternative tothe transfer architecture (and also to the interlingual architecture), in fact,transfer rules are precisely the mechanism through which the translationis achieved. However, while the mapping between lexical items is achievedthrough standard transfer rules, the algorithm for combining these items toform a target-language sentence is nonconventional.The transfer rules are de�ned on the basis of \bilingual lexical entries"which relate monolingual lexical entries. After the source-language sentenceis parsed, the source-language words are mapped to target-language words bymeans of the bilingual entries. The algorithm used for combining the targetlanguage words attempts to order the words based on syntactic constraintsof the target language.S&BMT is motivated by the need to handle complex translations suchas the head-switching case given above in section 3.1. Unlike the transferapproach, the S&BMT algorithm overcomes the di�culty of constructingnon-compositional mapping rules for such cases by selecting target-languagewords from a bilingual lexicon and trying di�erent orderings of these words(the `Shake' of S&BMT) until a sentence is produced (the `Bake' of S&BMT)that satis�es all syntactic constraints. Consider the following case for En-glish/Dutch, which is analogous to example (11) given earlier:(33) Head-Switching Divergence:E: John enjoys swimmingD: Jan swemt graag`John swims likingly'The statements of equivalence in the bilingual entries for the words usedin this example are spelled out as follows:(34) Bilingual Entries for Head-Switching Divergence:(i) XE & X0E � XD<XE cite> = enjoy<X0E cite> = prespart



29<XD cite> = graag<XE sem index> = <XD sem index><X0E sem index> = <XD sem index><XE sem exp index> = <XD sem exp index><XE sem obj index> = <XD sem obj index>(ii) YE � YD<YE cite> = swim<YD cite> = zwemen<YE sem index> = <YD sem index><YE sem agt index> = <YD sem agt index>These bilingual rules form the basis of the transfer between the English lex-ical entries XE (and X0E) and YE to the Dutch lexical entries XD and YD,respectively. The cite feature uniquely picks out an entry in the dictionary.The sem feature associates a semantic representation with di�erent compo-nents of the entry. The �rst two usages of sem indicate that the semanticsof enjoy and the present participial (i.e., the \-ing" form in English) aremapped to the semantics of graag . The sem feature is also used to asso-ciate thematic relations (i.e., experiencer and object in (34i); and agentin (34ii)). The words swim and zwemen are also related through the use ofthe sem feature.One point to note here is that the two lexical entries in English (XE andX 0E) are related to one lexical entry in Dutch (XD). The relation of X 0E toXE need not be speci�ed in the bilingual rules since this information canbe determined from grammatical constraints during translation (i.e., thatthe present participial morpheme \-ing" must be associated with the verbalargument swim, not with the main verb enjoy). There are also other typesof information inherent in the translation pairs that need not be speci�edin the bilingual rules; in particular, the fact that the equivalent tense mor-phemes (pres) occur on non-equivalent stems (enjoy and zwemen) followsimmediately from the mechanics of generation.The idea behind this approach is that, once the bilingual elements cor-rectly identify the indices of the lexical entries, the S&BMT algorithm hasthe job of \combining" of these elements. Translation equivalence is statedbetween bags of lexical constituents. For example, the full bags for thesource- and target-language sentences given above in (33) are the following:(35) fjan,pres,zwemen,graagg � fjohn,pres,enjoy,prespart,swimgThe relation between the constituents in those bags need not be explicitlystated in the lexicon since these can be determined from the grammaticalrestrictions of the two languages.The bene�t to this design is that the bilingual lexicographer need onlyspecify contrastive knowledge between the two languages; the monolingualgrammars used for parsing and generation take care of the rest. The cre-ators of this design have proposed that the bilingual mappings are restricted



30enough to allow for the possibility of automated acquisition of bilingual cor-respondences from aligned corpora (see [22], [224]).A disadvantage to this approach is that, as described in [35], S&BMTgeneration is an NP-complete problem. Thus, there is no tractable gen-eral algorithm for generating within the S&BMT framework. However, it ispossible to impose restrictions on the target-language bag which forms theinput to generation. For example, heuristic control might be provided fromthe structure of the source language. Brew has shown that a heuristic ap-proach based on constraint propagation provides considerable improvementsin practice. In addition, re�nements have been proposed in [77, p. 365] forhandling translation ambiguity.5.2 Non-Linguistic-Based ParadigmsIn the past few years, researchers have investigated MT paradigms that arenot based on linguistic theories or even linguistic properties of language. Thisinvestigation has been made possible by the rapid advances in computationalpower and the availability of machine readable dictionaries and monolingualand bilingual text corpora. The approaches all depend on the existence oflarge text corpora which are used either for training data or databases ofexisting translations. This section describes some of the recent research innon-linguistic-based paradigms.5.2.1 Statistical-Based MT (SBMT)The production of translations based on statistical prediction techniquesdepends heavily on statistical analysis of bilingual parallel corpora. Whilethere were some early investigations [117] of the SBMT approach, the mod-ern e�orts were initiated by IBM in 1988 in the Candide French-EnglishMachine Translation Project [38], [39], [40], [41]. Additional investigationsof SBMT have been reported in [49], [57], [91], [127], [137], [159], [205].SBMT was derived from speech processing techniques. In particular, avariant of Bayes' Rule is used to show that the probability that a string ofwords (T) is a translation of a given string of words (S) is proportional to theproduct of the probability that a string of target words is a legal utterance inthe target language and the probability that a string of words in the sourcelanguage is a translation of the string of words in the target language. Thatis:(36) P (T j S) � P (T ) � P (S j T )If the right hand probabilities are known, the translation is obtained bychoosing T such that the left hand probability is maximized. Obviously,the probabilities for all strings in both languages cannot be known and con-sequently must be estimated for the approach to be tractable. The usualapproach is to de�ne approximate probabilistic models constructed fromprobabilities that can be directly estimated from existing data.



31The Candide language model is a trigram model asserting that the prob-ability that any word in a target language (English) string is part of a legalsentence depends only on the two previous words. Knowing these probabili-ties, an estimate of the probability that a string of words is a legal sentenceis the product of all the trigrams in the string. The trigram probabilitiescan be estimated by counting the frequency of word triples in a large corpusof English text.7The probabilistic model underlying the Candide system assumes that theprobability that a source language (French) word is a translation of a givenEnglish word depends only on the English word. A single translation allowsfor 0 to 10 French words. It is also assumed that the English equivalents ofthe French words might be ordered di�erently in the target sentence. Theestimation of these probabilities is considerably more di�cult than for thetrigrams. In this case a very large bilingual parallel corpus is required.8 Theproblem is to align each English word in a target sentence with the Frenchequivalent(s) in the source sentence.9 The approach is to assume values forthe alignment probabilities and compute the transfer probabilities of thesentence pairs in the corpus. Depending on the alignment and translationprobabilities, a given sentence pair may have several transfer probabilities.Each occurrence of the alignments and translations are counted and weightedby the transfer probability. These weighted counts are used to make a newestimate of the individual probabilities and the process is repeated. Thisiterative approach converges to a local equilibrium of probabilities and isused to compute P (S j T ).10This approach has been tested in the laboratory for French-English MTand produces translations approaching the quality of those from syntactictransfer systems. The grand claim made for this approach is that no lexiconsor grammars are used. Everything comes from statistical analysis of corpora.While this is the strength of this approach, it is also the weakness since thecorpora must exist. Also the translations are very dependent on the domainof the corpora. An even more serious problem is that the only way to improvethe quality of the translation is to improve the accuracy of the probabilisticmodels of the target language and of the translation process. Unfortunately,this would add many more parameters to the millions required by the simplemodels described above. Recognizing this di�culty, IBM has applied a num-ber of techniques from classical computational linguistics to form a hybridsystem. Morphological analysis, part of speech tagging, syntactic regulariza-tion, limited grammatical analysis, and contextual marking are used. Mostof these techniques are parameterized with the values derived from analysisof the corpora. Some improvement was achieved; however, they were unable7Of course, no corpus will be large enough to contain all possible triples and somesmoothing method is required to assign a (small) probability to unseen triples.8Fortunately French and English versions of the Canadian parlimentary proceedings(called the Hansards) are available.9The search for source text words is non-trivial (see [38]).10The details of this process are outside the scope of this paper (see [50]). Obviouslysmoothing is required.



32to match the best of the commercial MT systems [226].IBM continued to work on this system until 1995 when both internal andexternal support were withdrawn. Two quotes from Yorick Wilks [226] bestsummarize the impact of this work:\Another way of looking at this is how much good IBM is doingus all: by showing us, among other things, that we have not spentenough time thinking about how to acquire, in as automatic amanner as possible, the lexicons and rule bases we use." (p. 144)\Brown et al.'s retreat to incorporating symbolic structures showsthe pure statistics hypothesis has failed." (p. 145)Since this earlier work on SBMT, there have been improvements to IBM'soriginal model of translation. Speed, a long-standing issue for statisticalmethods, has been addressed by techniques involving dynamic programming[151] and structural constraints [228], [230].Another interesting statistics-based MT approach to using statisticaltechniques to generate MT systems is LINGSTAT developed by DragonSystems, Inc. [19], [232], [233]. This work started in 1992 as a transla-tion aid as a direct substitution system with a simple, hand-generated �nitestate grammar for Japanese. The English glosses were based on bilingualdictionaries and the grammar was used to assign Japanese phrase attach-ment. This was quickly seen to be unsatisfactory and a number of statisticalsteps were taken to provide improved complete translation. The �nite stategrammar was expanded to a probabilistic context free grammar (PCFG)and trained on Japanese text. The PCFG was used to provide a gross parseand a lexicalized grammar (also trained on Japanese text) was used to assistwith attachments. Hand-generated reordering rules were provided to assistthe transfer to English. Further, a trigram probabilistic language model wasdeveloped for English to assist in gloss selection. Some improvement was ob-tained with these changes. These techniques were ported to Spanish/Englishtranslations with somewhat better results than for the Japanese.The LINGSTAT project ended in 1995 when support was withdrawn.Interestingly, linguistic-based extensions were planned as a continuation ofthis work. One extension involved the assignment of case frame categories tothe source-language verbs in order to improve the parse. The probabilitiesof these sub-categories were to be learned by iterative parsing of source text.Additional extensions involved experimentation with extraction of phrasetranslations from parallel bilingual corpora. While the LINGSTAT groupnever committed to \pure" statistical MT as did the Candide group, theywere strongly committed to statistical training and extraction of more sym-bolic approaches. This intersection of statistical and symbolic paradigms isrelevant to the hybrid techniques discussed in Section 5.3 below.5.2.2 Example- (or Case-/Memory-) Based MT (EBMT)Example-Based MT (EBMT), �rst suggested by Nagao [146], emulates hu-man translation practice in recognizing the similarity of a new source lan-



33guage sentence or phrase to a previously translated item and using thisprevious translation to perform \Translation by Analogy". Sato and Nagao[183] implemented an experimental EBMT system to demonstrate the trans-lation of simple Japanese sentences into English. Additional investigationsof EBMT have been reported in [85], [91], [110], [138], [141], [154], [159],[163], [175], [201], [206], [207], [234].The basic idea of EBMT assumes a database of parallel translationswhich is searched for the source language sentences and phrases closestmatching a new source language sentence. The translations of the matchedphrases are then modi�ed and combined to form a transfer translation ofthe new sentence. This technique is quite similar to Case Based Reasoningused in Arti�cial Intelligence (see [126]). A simple match would be an iden-tical phrase (especially in the function words) except for a similar contentword. The closeness of the match would be determined by the semantic \dis-tance" between the two content words as measured by some metric basedon a thesaurus or ontology. The translation would be the substitution of atranslation of the di�erent word in the translation of the best match.The accuracy and quality of the translation depends heavily on the sizeand coverage of the parallel data base. While the database need not be aslarge as required for SBMT (since the full vocabulary need not be covered),the required coverage of syntactic and semantic divergences results in a sizedi�cult to store and search. Phrasal matching requires at least a rough syn-tactic analysis of the parallel translations as well as some semantic analysisto determine the closeness of the match.11 In order to avoid matching im-proper divergences, Collins and Cunningham [52] weight phrasal translationsby their frequency in the database.Sentence translation in EBMT requires that in addition to phrasal match-ing the syntactic structure of the source sentence must be matched withsentences in the database. While full sentence matching has shown somesuccess [86], most uses of EBMT are restricted to subproblems such as func-tion words [207], noun phrases [182], and prepositional phrase attachment[207].5.2.3 Dialogue-Based MTDialogue-Based MT (DBMT) is a paradigm aimed at a user who is theoriginal author of text to be translated. Systems based on this approachprovide a mechanism for entering into a dialogue with the user about thetranslation [33], thus allowing the user to disambiguate the input text and toincorporate culture-speci�c stylistic detail for high quality MT [180]. DBMTis similar to EBMT in that a representation of the user's input text is builtand, as it is iteratively revised through dialogue with the user, attemptsare made to match the updated representation against those pre-stored in atranslation database. Interaction with the user may take place during the11Nirenburg, Domashnev, and Grannes [152] argue that such analysis defeats the purposeof EBMT and propose substring pattern matching using synonyms and hyponyms.



34translation process or before text is input to the system. In the former, theinteraction provides a user-guided online disambiguation mechanism; in thelatter, the interaction provides a user-guided revision process that results intext that the system is capable of handling.The �rst implementation of DBMT was the ENtran project [109] whichserved as the basis of work at UMIST for British Telecom [111], [201], [214].The system was designed to provide a means for constructing an input textthat it is capable of translating, leaving the remaining phenomena to beprocessed by the user. In an extension to that work [203], a more 
exiblesystem was developed for Japanese ATR research. This augmented systemacted as an intermediary for the user in a dialogue with a conference o�ce,thus providing a dialogue MT system in two senses (as described in [202]):(1) it enters into a dialogue with the user about translation; and (2) theobject of the translation is the user's contribution to a dialogue.The type of phenomena addressed by DBMT systems is more knowledge-intensive than the divergences described in Section 3.1. In [111], certaincontextual information is encoded in a constrained domain (business corre-spondence) so that the system can determine the likely intention of the user.Using this information, the user is guided through a series of choice points,thus providing a means for constructing a representation that is o�ered tothe system as a translation candidate.Consider a case where the user has produced a text that is analyzed astwo representations:(37) (i) complain(X1)agent(X2)goal(X3)recipient(ii) not receive(X1)agent(X2)goal(X3)sourceThe system has pre-stored knowledge of a relation between complaint andnot received; the user's intention is thus deduced to be part of a \wrongorder" or \faulty goods" context, in which the writer and addressee areassumed to be related. This information is presented to the user in templateform as a translation candidate. Such templates may be further embeddedin additional templates, which are then used as the basis of novel textualexpressions.Somers [202] summarizes this work as follows:\This is an interesting development away from the current situ-ation where the MT system makes the best of what it is given(and cannot really be sure whether or not its translation is good)towards a situation where quality can be assured by the fact thatthe system knows what it can do and will steer the user to thesafe ground within those limitations." (p. 241)DBMT has been used primarily for small domains such as the case givenabove. For a larger domain, the required amount of information would betoo large to store and search. Similar observations have been made for theKBMT and EBMT paradigms described above.



355.2.4 Neural Network Based MT (NBMT)Experiments have been done with neural network technology for such MTfunctions as parsing [107], lexical disambiguation [95], and learning of gram-mar rules. The incorporation of neural networks and connectionist ap-proaches into MT systems is a relatively new area of investigation [103].Most recently, Casta~no et al. [48] have run some tests with very small vo-cabularies (about 30 words) and simple syntax. Handling large vocabulariesand grammars dramatically in
ates the size of the neural networks and thetraining set, as well as the training time. In addition, dealing with wordsequences requires an explicit representations of time, further complicatingthe neural network representation. McLean [141] uses neural nets to �ndsimilar sentences in an EBMT system. But again, a small vocabulary (30words) and short sentences are used. It is not clear that this approach can beextended to existing EBMT systems. In contrast with the other approachesdescribed in this paper, no realistic MT Systems have been built based solelyon neural network technology. This technology is thus more of a techniquethan a system approach.5.3 Hybrid ParadigmsIn the previous section on non-linguistic-based paradigms it was mentionedthat many of those paradigms had di�culty with some aspects of the MTprocess. For example: SBMT does not handle long range contextual depen-dencies and EBMT has di�culties with complex sentence structure. It wasquickly recognized that these non-linguistic paradigms could be combinedwith linguistic paradigms to exploit the strengths of each [6], [44],[85], [91],[121], [130], [154], [220], [229]. The hybrid paradigm involves a mixing ofMT paradigms (as well as mixing of the MT architectures). The usual ap-proach is to use linguistic methods to obtain parses of the source text andto use statistical or example techniques to resolve dependencies and phrasaltranslations [85]. Statistical trigram target language models have been usedfor lexical selection [42]. Statistically generated decision trees have beenused to insert English articles into article free translations of Japanese text[122]. The Pangloss system [156] is a hybrid of both MT paradigms and MTarchitectures.6 Evaluation of MT SystemsThe evaluation of MT systems is also an active area of research. Once an MTsystem or portion of an MT system is built, how does one evaluate whetherit is working correctly and whether it is a promising approach with which tocontinue? As noted in Hutchins [101], it is clear that fully automatic highquality translation is no longer the current goal of most MT experts. In fact,it is expected that revision is required for all translations, whether done byhumans or computers. Thus, in order to decide what the evaluation criteriafor a machine translation system should be, we must �rst determine what



36the intended use of the MT output will be, and then decide whether theoutput is satisfactory for this purpose. Hutchins argues that \There can bevalid uses of poor quality output in unedited form if it is produced quickly,cheaply, and is not intended for publication. If better quality is requiredthen collaboration of man and machine is essential" [101, p. 303].Given that \perfect" translation is not within our grasp now, if ever, westill need to decide how we can judge whether the output is high quality orlow quality. Hutchins claims that the concept of good quality MT outputis an elusive concept. As observed by Van Slype [216], it is di�cult to �ndan objective measure of any type of translation, machine-aided or otherwise.(In fact, there is no quality control metric for human translators.)In this section, we will �rst brie
y discuss why the evaluation of transla-tions is so elusive and then describe current solutions to evaluation of trans-lations and MT systems. We do this by �rst outlining the various approachesthat can be taken for de�ning evaluation criteria and then the techniquesthat can be applied within these approaches.6.1 Evaluation ChallengesNL applications, such as MT, have some unique problems that must beaccounted for when doing evaluations. The biggest problem with evaluatingNL applications is minimizing the subjectivity that, to date, has provenunavoidable due to the nature of natural language itself. Standard softwareevaluation techniques must be enhanced to allow for the multiple \correct"answers that frequently occur with natural language. It is not clear whatconstitutes a correct answer especially when dealing with translations. It isbecause of this that judging the correctness of the output for MT still retainsa degree of subjectivity.As pointed out in [14] there are no neighboring disciplines to which wecan look for criteria and techniques. There is no general, well-developedmethodology for evaluating software systems but as we will see in the nextsection there are some evaluation criteria that generally apply to softwaresystems. Besides the lack of a general evaluation methodology, there are noclear measures for human translations to guide us and for that matter it isquestionable whether MT systems should even be attempting to simulatethe behavior of human translators. According to Krauwer [128], the humantranslator metaphor is questionable because, while the output quality mayimprove for a short time, it most likely will hit a point of little or no improve-ment given our current technology. He further suggests that it is better fordesigners and users to negotiate the speci�cations for specialized systems.The evaluation can then be based on the speci�cations. Admittedly, it isstill not an easy task to come up with the speci�cations but it would enablebetter evaluations.In keeping with the idea of writing speci�cations for MT systems, wemust keep in mind that we need to produce an output that su�ces for theintended use (most desirably this would be according to some speci�cation),and we must do this cost-e�ectively.



376.2 Evaluation ApproachesThe approach one takes when evaluating software systems (in general) istwo-fold: (1) evaluation of the accuracy of the input/output pairs; and (2)evaluation of the architecture of the system and the data 
ow between thesystem components. The former (external) view of software evaluation iscalled \black-box" evaluation, and the latter (internal) view is referred to as\glass-box" evaluation [168]. Black-box evaluation covers engineering issuessuch as reliability, productivity, user learnability and user friendliness. Glass-box evaluation also considers reliability (at the component-level) as well asmaintainability, improvability, extendibility, compatibility and portability.Black-box evaluation, in the case of MT, tends to focus on evaluating thetranslation-quality of the output. Essentially it is an attempt to measurethe acceptability of the translation to users. To produce the most objectivemeasure possible, a standard test-suite of input/output pairs should be es-tablished for judging whether the system is performing \correctly" or notand whether it will be cost e�ective. In light of the above discussion, thisis a very costly undertaking and has yet to be satisfactorily accomplished inany evaluation of an MT system.Another di�culty in applying a black-box evaluation approach is thenumber of dimensions along which MT developers must limit their systems.These systems can be thought of as shells that are customized to apply to aparticular domain, language pair, and type of text. The evaluation criteria(i.e. how well does it translate these texts) must also be limited along thesame dimensions, but there is no common range among the systems. Becauseof this lack of commonality, some systems will need to be customized forthe chosen ranges in order to do comparative evaluations. Comparativeevaluations would be the goal for users looking to purchase an MT system.Researchers are also interested in comparative evaluations to determine thee�ectiveness of their MT paradigm or micro-theory. However, the mostuseful information in this case tends to result from glass-box approaches toevaluation.The glass-box approach attempts to evaluate the system's internal pro-cessing strategies to measure how well the system does something. Accordingto the ideas for evaluating NLP systems [168], this type of evaluation shouldinclude a determination of the system's linguistic coverage, and an exam-ination of the linguistic theories used to handle the linguistic phenomena.Determining the linguistic coverage means testing what linguistic phenomenaare handled and to what degree. The examination of the linguistic theoriesused includes how closely these theories were followed in the implementationand noting what modi�cations had to be made to the theories. In addition,the performance of the system's various modules must be examined and theevaluation of each of these modules should be treated as individual black-box evaluations. Under the glass-box evaluation approach, techniques formeasuring improvability have received the most attention.Considering these basic evaluation approaches, what then are reasonableand useful evaluation criteria for MT systems? There are a number of dimen-



38sions along which one can make a judgement of the quality of MT output.Carbonell et al. [46] enumerate the following external evaluation criteria:1. Semantic Invariance: Is the \meaning" of the source text preserved inthe target text?2. Pragmatic Invariance: Is the implicit intent or illocutionary force (e.g.,politeness, urgency, etc.) of the source text preserved in the targettext?3. Structural invariance: Is the syntactic structure of the source textpreserved in the target text?4. Lexical invariance: is there a one-to-one mapping of words or phrasesfrom source to target texts?5. Spatial invariance: are the external characteristics of the source text,such as length, location on page, etc. preserved in the target text?Semantic invariance is today a more dominant criterion (in contrast tothe early days when MT systems primarily sought to preserve lexical in-variance). In general, MT systems currently seek to preserve meaning andstyle.12Other researchers argue that, in order to determine which criteria areimportant in evaluating an MT system, we must �rst know what type oftext we are translating. In [147], the criteria for evaluation are determinedon the basis of a classi�cation of the di�erent types of text that are toundergo transformation into a foreign language. For example, if we aretranslating poetry, we would want to preserve pragmatic invariance, whereasif we are translating technical and scienti�c material, we would want topreserve semantic, lexical, and possibly spatial invariance.If translation is to be con�ned to technical and scienti�c matter, then thetext is generally from very narrowly de�ned �elds that restrict the lexiconand grammar and constitute a sublanguage. In this case full \understanding"is less likely to be a necessity since the set of constructs is bounded and thevocabulary is limited; thus, a small set of simple mappings may be used.On the other hand, translating free-text is a much harder problem thanthat of translating texts that are restricted to a particular sublanguage. Inorder to make an evaluation of a system that is intended to translate free-text, we need to look at the degree to which a machine translator mightmake mistakes if we are lenient with our \understanding" requirement. Wecan then decide if it is possible to get around these mistakes without addinga high degree of \understanding."Van Slype [216] (quoted from Hutchins) o�ers additional evaluation cri-teria for black-box approaches to evaluation and has identi�ed a number ofmetrics for evaluating the degree of success of an MT system:12Preserving style is a questionable practice considering the �ndings of work in multi-lingual generation [170].



391. Intelligibility of output text, e.g., via readability scales.2. Fidelity to the SL original, e.g., via measures of information transfer.3. Acceptability to recipient of translation.4. Time spent in revision (post-editing).5. Number of errors corrected, and type.A paper by Slocum and Justus [199] addresses some of the engineeringmeasures described under the black-box evaluation approach as well as someof the measures described under the glass-box evaluation approach in addi-tion to the usual focus on improvability. The criteria derived from this paperare:1. Cross-linguistic applicability: the MT system must support severalhuman languages. This means the system must be easily extensible.In particular, adding coverage for a new language should be facilitated.2. Performance: the MT system must support implementation on a par-allel architecture, or perform decently on non-parallel machines.3. Eased acquisition: the MT system must be built on top of syntac-tic, semantic, and lexical information sources that are easily updated,perhaps automatically.4. Uniform analysis and synthesis: the MT system should have rules thatare used during both types of processing.5. Fault-tolerant, fail-soft: the MT system should have adequate error re-covery and it should be able to provide an understandable explanationfor failures (e.g., misspelled word, unanalyzable syntax, etc.).6. Suitability for Speech Input/Output: the MT system should providesupport for speech processing (e.g., it should provide for the possibilitythat word boundaries are often ignored in speech).Additional evaluation criteria provided in a paper by King [118] that alsofall under the black-box and glass-box approaches to evaluation are:1. Practicality: the MT system must have fall-back mechanisms. The in-terface structure must include information on the valency boundednessof constituents, on their surface syntactic function, etc. so that whenno semantic interpretation is available, the system can provide sometranslation rather than none at all. (In the worst case, the translationwould be word-for-word.)2. Collaboration: the MT system should be built by means of joint teamsthat de�ne and construct the sharable components (e.g. the interlin-gua or the transfer rule language). There must be an agreement touse a common basic software, that manipulates an agreed upon datastructure.



403. Extensibility: the MT system must provide the ability to add newlanguage pairs at any time without having to re-write the pre-existingsystem.Summarizing all the criteria given above into a �nal list is di�cult sincethe criteria need to be further adapted to the particular type of text that isbeing translated. This comment notwithstanding, we consider the followingcriteria to be crucial in the evaluation of MT systems:1. Intelligibility { must be readable and reasonably \natural."2. Fidelity { must preserve certain characteristics of the source text (e.g.,must support structural invariance).3. Acceptability { must be satisfactory for intended purpose (e.g., mustconform to properties of relevant sublanguage).4. Speed { must have reasonable run-time.5. Cost { must be cost-e�cient.6. Time spent for revision { must require as little post-editing as possible.7. Number of errors { must not have an unreasonably large number oferrors (e.g., every other sentence on the average).8. Cross-linguistic applicability { must support several languages in auniform fashion.9. Extensibility { must provide ability to easily add new languages.10. Uniform analysis and synthesis { must use same data structures forboth parsing and generation.11. Fault-Tolerance { must handle errors gracefully, and must provide sometranslation rather than none at all.12. Collaboration { all languages must operate on basis of common soft-ware and data structures.Some of these evaluation criteria require further de�nition depending onthe intended purpose of the MT system. For example, what is \natural" inone domain may not be \natural" in another domain. In addition, variousmeasures must be speci�ed: \reasonable run-time" might be di�erent foron-line processing vs. o�-line processing; \cost-e�cient" might mean onething to one end user and something else to another; and \unreasonablylarge number of errors" might mean every other word in one domain andevery other sentence in another domain. Also, the \graceful" handing oferrors depends on what purpose the system serves (e.g., whether the systemis intended to operate interactively as in a tutorial situation, or whether thesystem is intended to operate as a batch job).



41In conjunction with the intended use of an MT system is the notion ofthe di�erent purposes behind doing an evaluation. An end-user of an MTsystem will approach evaluation di�erently from a developer or a researcher.Not only will the most appropriate techniques for these di�erent types ofevaluators di�er but so will the goals they have for doing an evaluation.Researchers typically work with test-suites since usually they are focusingon one aspect of the whole problem of translation at one particular time (e.g.a theory about translation, an architecture, or a technique for handling adi�cult phenomena within a particular theoretical framework). A developerwill use test-suites to ensure modi�cations have not e�ected sentences thatwere previously correctly translated (regression testing) as well as whetherthe targeted sentences that motivated the modi�cation are now correctlyhandled by the change. An end-user will use test-suites to comparativelyevaluate MT systems when considering a purchase and will also use test-suites after acquiring a system and arranging for system extension in lexicalor grammatical coverage.A �nal, frequently overlooked point is that the MT paradigm has a sig-ni�cant impact on the choice of evaluation criteria [14]. Today's statistical-based and example-based paradigms should not be expected to rate as wellon �delity, intelligibility and acceptability, for example, as the linguistics-based paradigms. On the other hand, we would expect the linguistics-basedparadigms to be less fault-tolerant. This idea meshes well with the intendeduse of an MT system. A statistical-based approach would be expected toprovide rough translations more cost-e�ectively.6.3 Evaluation TechniquesTest-suites are often proposed as a way to determine a system's linguisticcoverage and can be useful for both black-box and glass-box approaches toevaluation. When one is more interested in the types of errors producedby a system than the total number of errors, test-suites are most often thetechnique used.To construct a test-suite one must attempt to predict the linguistic con-structions and legal combinations of these constructions that will be encoun-tered in the input. In addition, it is important to include illegal constructionsas well since an inability to recognize the construction as illegal can result inpoor quality output as well. So a test suite could contain sentences with dif-ferent verb forms and auxiliaries or various complex sentence structures suchas sentences with restrictive or non-restrictive relative clauses, or conjoinedclauses.However, determining the appropriate constructions to include in a test-suite is di�cult and the size of the test-suite grows quickly. To bound theproblem, the test-suite developers must know what linguistic phenomena areof greatest importance to the users and be well-versed in linguistics and thelanguages of interest [120].Test suites have also been proposed by King and Falkedal [120] as away to test the improvability of an MT system. Improvability tests assume



42that either the evaluator is working closely with the developer or that theevaluator is able to modify the system. The caveats mentioned earlier onbounding the problem, apply here as well.The simplest use of a test suite is to run the system on it and recordthe successes and failures. This then gives developers and perhaps potentialend-users an idea of what constructions are problematic as well an idea of theoverall progress being made in the development of the MT system. However,unless a clear record is made of what constructions and interactions the inputis intended to test, one can only get an indication of the overall progress indevelopment. The developer will then have to spend time examining eachfailure and determining exactly what went wrong in the system.Some problems with test suite construction as noted in Arnold et. al. [14]are:1. The projection assumption: the assumption is that it is possible to de-termine the behavior of the system on the real input from the behavioron the test suite. The test suite may not include all of the phenomenaencountered in a real input.2. Weighting of phenomena: a test suite does not indicate the weighting ofthe phenomena according to what one would expect to encounter in thereal input. So the inability to handle a large number of low frequencyphenomena will lead one to expect a worse performance than if thereis a problem with one high frequency phenomena.3. It is necessary to take source and target languages into account. Forexample, \John went into the house" would test past tense and locationprepositional phrases whereas \John entered the house" would testpast tense as well as structural divergences in the case of Spanish.A �nal technique used in evaluation is to collect the output of the sys-tem and evaluate it. While it may be di�cult to get representative testmaterial, this tends to be the most reasonable means end-users have todayfor evaluating MT systems. One approach for evaluating the output is tomark and categorize the errors. Another approach is to rate the output ac-cording to intelligibility and �delity scales. In both cases this evaluation isdone by hand and tends to be expensive, tedious, error-prone and subjec-tive. Marking and categorizing errors requires that a category of errors bede�ned beforehand and a score associated with each. The weighting of theerrors tends to be subjective unless something such as the frequency of theconstruction in the real input is the basis of the scoring. Likewise, the ratingof intelligibility and �delity requires a rating scheme and will be subjective.In addition, this type of rating requires many test inputs and evaluators toget a statistically signi�cant result.1313It might be useful to consider a test such as the Kappa coe�cient of agreement [47] asused in discourse annotation research for assessing inter-coder reliability. In this case, onewould be testing inter-evaluator reliability. By establishing such a measure, the evaluatorswould learn what improvements are needed in the evaluation scheme to get consistency



43Test-suite evaluations can also be time-consuming, tedious and errorprone. A number of tools are being researched to help with test-suite evalua-tion. Shiwen [195] has a tool for scoring test-suite results. This tool providesa language to associate input strings with patterns representing acceptableoutputs and scores. Arnold et al. [11] describe a tool for test-suite con-struction which uses a simple grammar to generate a test-suite. The tooldescribed by Nerbonne et al. [150] records in a relational database the phe-nomena tested by a particular construction so that a test-suite can be builtfrom this database by indicating the grammatical constructions that needto be tested.6.4 Examples of Machine Translation EvaluationsWe have examined the task of MT system evaluation from three di�erentperspectives: (1) End-user evaluation; (2) Developer's evaluation; and (3)Researcher's evaluation. Each evaluation perspective is described in turn.6.4.1 End-User EvaluationWe will look at two examples of end-user evaluation to illustrate the dif-ferent depths of evaluation a potential customer of an MT product mightundergo. The �rst example is the evaluation methodology of the UnionBank of Switzerland (UBS) [2] [3] which assessed MT products on behalfof end-users with well-de�ned requirements. The second is an evaluationmethodology of our Mitre study, conducted on behalf of a wide-range of endusers in the US government with disparate requirements [112]. In the caseof the UBS evaluation, the well-de�ned requirements pre-selected a smallercandidate pool of MT products, making an in-depth evaluation more feasi-ble. In the case of the Mitre evaluation, the end-users' requirements wereopen-ended in that they were interested in all language pairs and all domainsof interest. The result was that no MT system could be excluded from theevaluation; thus, the Mitre evaluators undertook a higher-level evaluation tonarrow down the possible candidates.Both evaluations considered operational and economic issues. For ex-ample, both examined the costs associated with adapting the system to thecurrent work environment and the types of text that needed to be translated.In addition, both took into account the quality of support provided by theMT system. While the UBS evaluation answered these questions by bring-ing the systems in-house and adapting them enough to do testing, the Mitreevaluation attempted to determine this by means of a survey questionnaire.The di�erence in the approaches was a matter of time and cost.Another area considered by both studies was the evaluation of trans-lation output. Both used representative input texts, instead of collectionsof unrelated sentences, that were customized to test particular features ofamong the evaluators. Once reliability is achieved, one evaluator is all that should benecessary. However, establishing an interpretation of the Kappa measure is not withoutits problems [56].



44the system. Both evaluations acknowledged the need to test the system onwhat it had been customized to do. In the UBS evaluation, the system wascustomized to handle the input texts. In the Mitre evaluation, test suiteswere selected for each system; these were tailored for the domain, coverage,and end-user needs for each system.The studies were distinguished by the metrics used for assessment ofthe quality of MT output. The UBS study categorized the complexity ofthe input test sentences on a scale of 1 to 4 and scored the mistakes inthe raw translations based on: (1) whether the error was easily corrected;(2) the degree to which the error interfered with understanding; and (3)whether the error violated basic grammatical structure. In addition, dictio-nary errors and failures to translate were counted separately. All the criteria(linguistic capabilities, technical environment, and organizational changes)were weighted according to user requirements; a �nal rating was designedfor each system evaluated.The Mitre study evaluated output quality by comparing it to human-produced translations; multiple evaluators were used for each test case. Tolessen the in
uence of possible exposure to the \good" translation in ratingthe meaning invariance, the evaluators �rst paraphrased the meanings be-fore comparing the MT output to the human produced translation.14 Afterparaphrasing, the evaluators completed the evaluation by comparing it tothe human produced translation. With the widely ranging end-user require-ments (from rough translations to publication-quality translations), catego-rization of the types of errors was impractical. Thus, the criteria resultswere listed separately so that each end-user group could weight the criteriaaccording to their speci�c needs.End-users also have a role to play in the evaluation of an MT system onceit is purchased and customized by the developer. Although the UBS evalua-tion touches upon this situation to a small extent|since they customized thesystem before their selection evaluations|the example in the next sectiondiscusses this from the perspective of a longer-term customization process.6.4.2 Developer's EvaluationTypically the end-user and the developer of an MT system must develop anon-going relationship in order to customize the system. During this long-term customization process, techniques for evaluating the progress of thecustomization must be established. Moreover, the integrity of the systemmust not being compromised by incremental modi�cations, e.g., during re-gression testing. One example that addresses such considerations is the eval-uation procedure used by B'VITAL and SITE for their CAT system [177].Although the procedure was not fully deployed to the extent planned at thetime of this writing (i.e., only 100 pages of the 5000 intended pages were14The rationale was that if the \answer" were present it would be easier to see the MTsystem's output as being closer in meaning to the human output, i.e., there might be afalse sense of understanding even when something was badly translated.



45tested), it serves as a useful example since it is representative of what manydevelopers reportedly do according to the initial Mitre survey.B'VITAL's procedure involves both the end-user who, as post-editor, re-ports output problems and the developer who, as linguist and lexicographer,modi�es the grammar and the dictionary. First a balanced corpus of pagesfrom technical manuals is selected and run through CAT. The post-editorrevises the system output and records the time required to do so. This givesa measure of e�ciency of the system. Presumably as the customizationprogresses, the e�ciency improves. For a random sampling of the test cor-pus, the post-editor also �lls out a detailed problem report, categorizing thetypes of problems encountered by counting surface form errors. In addition,the post-editor assesses the clarity of the incorrectly translated sentencesand gives the developer the context needed to reproduce the problems (i.e.,input, MT output, and the expected output).Next, the developer reviews each problem and either corrects the problemor categorizes the reasons it could not be corrected (e.g., a phenomenon thatis rare, low priority, or too complex). Categorizing the reasons for whichproblems are left uncorrected provides feedback to the end-user on the limitsof the system, frequently resulting in a re�nement of user requirements. Forthe problems that are corrected, the time required for the repair is recordedalong with the type of modi�cation needed (e.g., dictionary or grammarmodi�cation). Keeping track of the repair time gives an indication of howdi�cult the system is to customize.At the end of the procedure, once the entire test corpus has been trans-lated and corrections implemented, a subset of the corpus is again tested asa higher level form of regression testing.Developers also undertake a type of evaluation that does not directlyinvolve the end-user when the system is still being built or when some aspectof it is changed. This evaluation typically relies on test suites and overlapsto a large extent with the researchers' evaluation, the subject of the nextsection.6.4.3 Researcher's EvaluationMT evaluation in the research community focuses on the handling of di�er-ent linguistic phenomena by various MT systems. Mitre's later evaluationwork [173], [235] is a current example of such an evaluation. This work isone of several contributions in the 1998 AMTAWorkshop on Interlinguas [7]which examined the translation of a text from the UNESCO Courier [167]into multiple languages. The objective of the workshop was to determinehow di�erent aspects of the text would be represented using an InterlingualRepresentation.15 Speci�c challenges addressed by the group were the han-dling of basic predicate-argument structure, noun phrases/referents, propernouns, prepositional meaning, non-literal language, temporal relations, tex-15This text was available in 13 languages. Our examples focus on the English andSpanish versions of the text.



46tual organization, lexical divergences, syntactic divergences.The more general issue examined in the evaluation work of [235] waswhether an interlingua would improve the system output over that of atransfer design. Consider the following sample bilingual text examined inthe workshop:(38) (i) E: ACCION International is a U.S.-based private non-pro�t or-ganization that currently provides technical assistance to a net-work of institutions in thirteen countries in Latin America andsix cities in the United States. Its network of eighteen indepen-dent organizations in Latin America has lent over $1 billion tomicroenterprises in the last �ve years, in loans averaging lessthan $500.(ii) S: ACCI�ON Internacional es un organismo privado sin �nes delucro con sede en Estados Unidos, que brinda actualmente asis-tencia t�ecnica a una red de establecimientos de microcr�edito entrece pa��ses de Am�erica Latina y seis grandes ciudades de Esta-dos Unidos. En Am�erica Latina la red abarca dieciocho organiza-ciones independientes que desembolsaron mil millones de d�olaresen los �ultimos cinco a~nos en forma de pr�estamos de una cuant��amedia inferior a quinientos d�olares.Two transfer-based commercial MT systems were used to translate theEnglish excerpts above to Spanish: (1) Logos [190], [191], [192]; and (2)Systran [87], [188], [189]. The following results were produced:16(39) (i) Logos: ACCION|organizaci�on privada basada no bene�cio queproporciona en la actualidad la asistencia t�ecnica a una red deinstituciones en trece pa��ses en la Am�erica Latina y seis ciudadesen los Estados Unidos. Su red de dieciocho organizaciones in-dependientes en la Am�erica Latina ha prestado m�as de 1 milmillones de d�olares a microenterprises en los cinco �ultimos a~nos,en pr�estamos que promedian menos de 500 d�olares.(ii) Systran: ACCION internacional es una organizaci�on no lucrativaprivada de U.S.-based que proporciona actualmente a asistenciat�ecnica a una red de instituciones en trece pa��ses en Am�ericalatina y seis ciudades en los Estados Unidos. Su red de diecio-cho organizaciones independientes en Am�erica latina ha prestadoconclu��o $1 mil millones a los microenterprises en los cinco a~nospasados, en los pr�estamos que hac��an un promedio menos de de$500.Overall, the translations into Spanish were readable by a native speaker,but not entirely grammatical and not at all similar to the version produced16In [235], Globalink [99], [133] was used in place of Logos, and the translation directionwas Spanish to English. Despite this di�erence, the �ndings in that work were similar tothose described here.



47by the human speaker. For example, the phrase provides technical assis-tance to a network of institutions is translated as proporciona en la actuali-dad la asistencia t�ecnica a una red de instituciones (`supplies at the presenttime the technical assistance to a web of institutions') by Logos and propor-ciona actualmente a asistencia t�ecnica a una red de instituciones (`suppliespresently to the technical assistance to a web of institutions') by Systran.Neither of these corresponds exactly to the human-generated Spanish versionbrinda actualmente asistencia t�ecnica a una red de establecimientos (`o�erscurrently technical assistence to a web of establishments'). In particular, themapping between provides and brindar appears to be missing in these twosystems.This hypothesis was further tested by translating the Spanish version ofthe clause, que brinda actualmente asistencia t�ecnica a una red , and verifyingthat provides is not the main verb in the target-language sentence. The testwas done with Systran and Globalink only since Logos does not translate inthe Spanish-to-English direction:(40) (i) Systran: ... that o�ers currently technical assistance to a network(ii) Globalink: ... that at the moment o�ers to technical attendanceto a networkFrom the translations above, the internal mappings are deduced to be ofthe following form:(41) Transfer Mapping for Systran:brindar(Y) ! o�er(Y)(42) Transfer Mapping for Globalink:brindar(Y) ! o�er(to(Y))From these we see three things:� The verb provide is not an English equivalent of brindar in eithersystem.17� The phrase to a network is viewed as a modi�er that is taken to beoutside of the predicate-argument structure of either verb.� In the Globalink translation, the direct object of the verb is taken(erroneously) as the bene�ciary of the main verb as in `toast to thebride', which forces two prepositional phrases to be generated.1817Interestingly, Spanish-speaking informants at the AMTA commented that the sourcetext is, in fact, awkward|that the verb brindar is used in a less conventional context.Perhaps this evaluation acts as somewhat of a diagnostic for acceptability of the human-generated input. We set aside this possibility for the purpose of this discussion, but seerelated work on DBMT (above) in which the user's input is iteratively revised throughinteraction with the translation system.18Spanish-speaking informants indicated that brindar translates most typically to theverb toast .



48Given that an interlingual representation is designed to accommodatecomplex predicate-argument structure mappings, these examples provide ev-idence that an interlingual approach would improve the system output overthat of a transfer design. Even a simpli�ed form of interlingua, such as onebased on thematic roles [70], provides the basis of a more systematic map-ping into the target-language.19 For example, the following thematic-rolerepresentations are used for the English and Spanish verbs used above:(43) (i) provide: [ag th goal(to)](ii) o�er: [ag th ben(to)](iii) brindar: [ag ben, ag th goal(a)]A thematic-role analysis of the English sentence containing provide wouldnot result in a bene�ciary reading of technical assistance because, even ifbrindar were chosen in the target-language, the thematic speci�cation forcesthe direct object into theme (th) position; thus reserving the remaining ar-gument for goal (goal) position. Unlike the transfer case, this alignmentof thematic information allows to a network to be analyzed as an argumentrather than as a modi�er and the verb brindar is selected as a possible trans-lation candidate. Similarly, a thematic-role analysis of the Spanish sentencecontaining brindar would allow either o�er or provide to be selected, witha preference for the latter because of the alignment of the three roles. Ineither case, this analysis di�ers from that of the transfer approach: technicalassistance is not associated with a spurious preposition because the onlyargument that allows this preposition has been \saturated" by the phrase anetwork .This evaluation has demonstrated the potential bene�t of adopting inter-lingual over transfer. However, one must take care to recognize the potentialrisks when making such an assessment. As described in [97], a deeper analy-sis runs the risk of prohibitive storage and access costs as systems are scaledup for broader coverage. On the other hand, lexical-transfer systems providelower-quality translations and require a great deal of human assistance. Amore recent trend is to prioritize the development of systems that exploitthe strengths of di�erent approaches or that vary in functionality accordingto the task at hand. This trend is associated with increasingly higher recog-nition of the importance of establishing the requirements of the consumer ofthe translation output [204], [217]. Evaluations metrics are, correspondingly,tuned to the objectives of the �nal application [73], [162].7 Summary and ConclusionsIn this survey we have presented the major challenges for MT in the ar-eas of linguistics, operations, system and translation evaluation, acquisitionof linguistic and domain knowledge, and the utilization of the empirically19Thematic roles in this system are taken from a standardized set, e.g., Agent (ag),Theme (th), Source (src), Goal (goal), Location (loc), Bene�ciary (ben) [104].



49available linguistic and domain knowledge in bilingual, and source and targetlanguage corpora.To summarize the linguistic challenges: MT research must deal with theunanswered questions of how much understanding is enough to deal with thevarious ambiguities that arise in natural language, whether an assumptionof pragmatic invariance will be enough to generate a useful text, and howone can best deal with the various linguistic divergences between languages.Building general core MT systems and tools that can be easily extended toother languages is another of the major challenges. In conjunction with thisis the issue of how to acquire and maintain all of the information that willadapt a general core MT system to particular language pairs and translationneeds. This in turn in
uences the basic approach of the general core MT sys-tems. As for the system and translation evaluation challenges, MT researchmust �nd ways to evaluate the e�ciency, maintainability, portability, andquality of translation output relative to user needs. We expect to see moreresearch on comparative evaluation approaches as well as on the evaluationof working prototypes in actual translation settings.Since large amounts of knowledge are necessary (but not su�cient) forbetter quality results and broader coverage, this has led to research on meth-ods for acquiring and utilizing information more easily. The traditional ra-tionalist approach is to try for high quality translations �rst and then to�nd ways to broaden the coverage while the empiricist approach is to try forbroad coverage �rst and then upgrade the quality of the result. One pre-dicts then that hybrid approaches might provide the next step forward foradvances in machine translation research. Indeed, some research is movingin this direction, and current trends indicate a heightened awareness of theutility of multi-engine approaches.Over the next several years, advances in e�ciency and portability are ex-pected as researchers discover more about cross-linguistic generalizations inlanguage processing and develop e�cient techniques for utilization of exist-ing knowledge resources. Moreover, synergism between systems and humansis expected as technologies are combined to enhance MT throughput and/orquality. Finally, as the need for international access to multi-lingual text con-tinues to grow, advances in MT technology will become increasingly moreimportant and, correspondingly, the utility of MT paradigms will be mea-sured in terms of their impact with respect to a wide range of cross-languageapplications.AcknowledgementsThe �rst author has been supported, in part, by DOD Contract MDA904-96-C-1250, DARPA/ITO Contract N66001-97-C-8540, Army Research Lab-oratory contract DAAL01-97-C-0042, NSF PFF IRI-9629108 and Logos Cor-poration, NSF CNRS INT-9314583, and Alfred P. Sloan Research Fellow-ship Award BR3336. The second author has been supported, in part, bythe Mitre Corp, the Center for Machine Translation at Carnegie Mellon
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