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Abstract

Finding semantically related words is a first step in thedfios of automatic ontology
building. Guided by the view that similar words occur in danicontexts, we looked at
the syntactic context of words to measure their semantidagiity. Words that occur in
a direct object relation with the veudrink, for instance, have something in commdig
uidity, ...). Co-occurrence data for common nouns and proper ndoreseveral syntactic
relations, was collected from an automatically parsedusqdf 78 million words of news-
paper text. We used several vector-based methods to cornfgutistributional similarity
between words. Using Dutch EuroWordNet as evaluation stahdve investigated which
vector-based method and which combination of syntactaticelis is the strongest predictor
of semantic similarity.

1 Introduction

Ontologies comprise semantically related words structimes-A relations. An
IS-A relation orhyponym-hypernymrelation holds between a word and a more
general word in the same semantic class, eagLs-A animal This type of knowl-
edge is useful for an application such as Question Answégdg. In many cases,
QA systems classify questions as asking for a particular ofplamed Entity For
instance, given the questidhat actor is used as Jar Jar Binks'’s voicefies-
tion classification tells the system to look for strings thahtain the name of a
person. This requires ontological knowledge in which ittestesd that aractor
IS-A person An Is-A hierarchy can also be useful for answering more general
WH-questions such ad/hat is the profession of Renzo Pianb?the document
collection the following sentence might be fouriRkenzo Piano is an architect and
an Italian. Knowing thatltalian is not a profession butrchitect helps in deciding
which answer to select.

We want to incorporate ontological information in a Dutch §/stem. Lexical
knowledge bases such as Dutch EuroWordnet (Vossen [1988Pe used to pro-
vide this type of information. However, its coverage is ndbaustive, and thus,
we are interested in techniques to automatically exten@iite method to extend
an existingis-A hierarchy is to find words that are semantically related todso
already presentin the hierarchy. That is, given an ontolaigigh contains ams-A
relation betweemananaandfruit, we want to find words related teanana(e.g.
orange, strawberry, pineapple, pear, applg, and includas-A relations between
these words anfiuit as well.

To find semantically related words, we use a corpus-basetauethich finds
distributionally similar words. Grefenstette [1994] neféo such words as words
which have asecond-order affinityWords that co-occur frequentlgifaasappel
(orangeg anduitgepersisqueeze)] have a first-order affinity, words that share the
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hebben| ziekenhuis| zeggen| vrouwelijk | besmettelijk

(have | (hospita) | (say) (femalg | (contagiou$

obj coord subj adj adj
tandarts 4 4 10 4 0
arts 17 24 148 26 0
ziekte 114 0 0 0 99
telefoon 81 0 0 0 0

Table 1: Sample of the syntactic co-occurrence vectorsgdous nouns

same first-order affinities have a second order affinity, xaneple, bottsinaasap-
pelandcitroen (lemon can be modified byitgeperst

In this paper, we report on an experiment aimed at finding séoaly re-
lated words. We briefly discuss previous work on finding distionally similar
words using large corpora. Next, we describe how we coliedta for Dutch.
Finally, we present the results of an evaluation againstib&uroWordNet. We
investigated which vector-based methods and which (coatibins of) grammati-
cal relations are the strongest predictors of semantidagiityi

2 Related work
2.1  Using Syntactic Context

Words that are distributionally similar are words that ghafarge number of con-
texts. There are basically two methods for defining conte®ise can define the
context of a word as the words surrounding it/(-grams, bag-of-words). Another
approach is one in which the context of a word is determinegrbynmatical de-
pendency relations. In this case, the words with which tingetaword is in a
dependency relation form the context of that word.

In both cases, computing distributional similarity re@sirthat a corpus is
searched for occurrences of a word, and all relevant wordgoods plus gram-
matical relations are counted. The result is a vector. A phthe vectors we
collected (using syntactic contexts) for the wotalsdarts (dentist), arts (doctor),
ziekte (diseasegndtelefoon (telephonéd$ given in table 1. Each row represents
the vector for the given word. Each column is headed by a woddthe gram-
matical relation it has with the corresponding row word. Vi@ see thatandarts
appeared four times as the object of the vieebben(have and thatziektenever
appeared in coordination wittiekenhuighospita).

Kilgarriff and Yallop [2000] use the termisoseandtight to refer to the dif-
ferent types of semantic similarity that are captured byhoés using surrounding
words only and methods using syntactic information. Theasgiu relationship
between words generated by approaches which use contgxsesins to be of
aloose associative kind. These methods put words together aiogptal subject
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fields. For example, the wombctorand the wordliseaseare linked in an asso-
ciative way. Methods using syntactic information have #edency to generate
tighter thesauri, putting words together that are in the same séneass, i.e.
words for thesame kind ofhings. Such methods would recognise a semantic sim-
ilarity betweendoctoranddentist(both professions, persons, ...), but not between
doctorandhospital The tighter thesauri generated by methods that take syntac
tic information into account seem to be more appropriateofdoblogy building.
Therefore, we concentrate on this method.

Most research has been done using a limited number of simitalztions (Lee
[1999], Weeds [2003]). However, Lin [1998a] shows that aesyswhich uses a
range of grammatical relations outperforms Hindle’s (1)9@6ults that were based
on using information from just the subject and object relati We use several
syntactic relations.

2.2 Measuresand featureweights

Vector-based methods for finding distributionally simil@ords, need a way to
compare the vectors for any two words, and to express thésitnbetween them
by means of a score. Various methods can be used to computiésthibutional
similarity between words. Weeds [2003] gives an extensuaraew of existing
measures. In our experiments, we have only used Cosine aadaatvof Dice.
These measures are explained in section 3.2. We chose tlekods, as they
performed best in a large-scale evaluation experimentteg@n in Curran and
Moens [2002].

The results of vector-based methods can be further imprifwed take into
account the fact that not all words, or not all combinatioha @vord and gram-
matical relation, have the same information value. A largmber of nouns can
occur as the subject of the vehiebben(have. The verbhebbens selectionally
weak (Resnik [1993]) or #ight verb. A verb such asitpersen(squeezeon the
other hand occurs much less frequently, and only with aicéstf set of nouns as
object. Intuitively, the fact that two nouns both occur abjsat of hebbertells
us less about their semantic similarity than the fact that mouns both occur as
object ofuitpersen To account for this intuition, the frequency of occurreirca
vector such as in 1 can be multiplied by a feature weight (eatlin the vector
is seen as a feature). The weight is an indication of the amaiuimformation
carried by that particular combination of a noun, the gramicabrelation, and the
word heading the grammatical relation. Various technidaesomputing feature
weights exist. Curran and Moens [2002] perform experimasisg (Pointwise)
Mutual Information (MI), thet-test, x?, and several other techniques. Ml afd
test, the best performing weighting methods according to&uand Moens, are
introduced in section 3.2.

Applying Ml to the matrix in 1, results in the matrix in table&here frequency
counts have been replaced by Ml scores. Note that the vatwe®lls involving
the verbhebbemo longer exceed those of the other cells, and that the value f
besmettelijke ziekigontagious diseag@mow out-ranks all other values.
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hebben| ziekenhuis| zeggen| vrouwelijk | besmettelijk

(have | (hospita) | (say) (femalg | (contagiou$

obj coord subj adj adj
tandarts 0 4.179| 0.155 4.158 0
arts 0 3.938| 0.540 3.386 0
ziekte 0.550 0 0 0 7.491
telefoon| 0.547 0 0 0 0

Table 2: Sample of the Ml-weighted syntactic co-occurreresgors for various nouns

2.3 Evaluation

One method for evaluating the performance of a corpus-bamttod for find-
ing semantically similar words, is to compare the similagtores assigned by
the system to a pair of words with human judgements. In thimfof evalua-
tion, a fixed set of word pairs is used, which are assignedasiityi scores by both
human judges and the system. If the correlation betweemthiésthigh, the sys-
tem captures human notions of semantic similarity. Thisuateon technique has
been used for English, using a set of word pairs and humarejudgts collected
originally by Rubenstein and Goodenough [1965]. Resnil@B]sed it to eval-
uate various measures for computing semantic similaritwardNet (Fellbaum
[1998]) and Weeds [2003] uses it for evaluating distribogilomeasures. Selecting
suitable word pairs for comparison, and collecting humag@ments for them, is
difficult. Furthermore, as Weeds [2003] points out, assigrsicores to word pairs
is hard for human judges, and human judges tend to diffenglydn the scores
they assign to a given word pair.

An alternative evaluation method measures how well siitylacores assigned
by the system correlate with similarity in a given lexicatoarce. Curran and
Moens [2002], for instance, computed for each word its retameighbours ac-
cording to a number of similarity measures. Next, they ckdclhether these
pairs were listed as synonyms in one of three different tmégthe MacQuarie
(Bernard [1990]), Moby (Ward [1996]) and Roget (Roget [1PL1A somewhat
similar approach is to evaluate nearest neighbours agailesical resource such
as WordNet. A number of measures exist to compute semanti@siy of words
in WordNet (Resnik [1995]). A system performs well if the nest neighbours it
finds for a given word are also assigned a high similarity s@mcording to the
WordNet measure. An advantage of this evaluation techrigjtnat not only syn-
onyms are taken into account, but also words closely relatede target word.
In our experiments, we have used Dutch EuroWordNet (Mos$884]) as lexi-
cal resource and used the measure of Wu and Palmer [1994$. nféthod for
calculating WordNet similarity is one that correlates weith human judgements
according to Lin [1998b] and it can be implemented withoetrleed for frequency
information which is difficult to acquire.
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subject-verb de kat eet.

verb-object ik voer de kat.
adjective-noun de | anghari ge kat loopt.
coordination Bassi e en Adriaan spelen.
apposition de cl own Bassi e lacht.
prepositional complementik begi n net mijn werKk.

Table 3: Types of dependency relations extracted

3 Experiment

In this section, we describe the data collection proceshsttamsimilarity measures
and weights we used.

3.1 Datacollection

As our data we used 78 million words of Dutch newspaper telgéfeen Dag-
blad and NRC Handelsblad 1994/1995), that were parsed atitwatty using the
Alpino parser (van der Beek et al. [2002], Malouf and van Nbf@004]). The
result of parsing a sentence is a dependency graph accdadihg guidelines of
the Corpus of Spoken Dutch (Moortgat et al. [2000]).

From these dependency graphs, we extracted tuples cogsadtithe (non-
pronominal) head of an NP (either a common noun or a propeehatme de-
pendency relation, and either (1) the head of the dependestation (for the
object, subject, and apposition relation), (2) the head @upreposition (for
NPs occurring inside PPs which are prepositional compléshe(3) the head
of the dependent (for the adjective and apposition relatan(4) the head of
the other elements of a coordination (for the coordinatielation). Examples
are given in table 3. The number of tuples and the number ofidentical
(Noun,Relation,OtherWord ) triples (types) found are given in table 4.
Note that a single coordination can give rise to various ddpacy triples, as
from a single coordination likbier, wijn, en noter(beer, wine, and nujsve ex-
tract the triplegbier, coord, wijr}, (bier, coord, notef, (wijn, coord, biej, (wijn,
coord, noteh, (noten, coord, biér, and(noten, coord, wiji. Similarly, from the
appositionpremier Kokwe extract both{premier, hdapp, Kok and (Kok, app,
premien.

For each noun that was found at least 10 times in a given depegdelation
(or combination of dependency relations), we built a vectdsing this cutoff of
10 the matrix built using the the subject relation contaiB@®B27 nouns, whereas
the matrix built using apposition only contained 5.150 rauBombining the data
for all grammatical relations into a single matrix meand thetors are present for
83.479 nouns.
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grammatical relation tuples types
subject 5.639.140| 2.122.107
adjective 3.262.403| 1.040.785
object 2642.356| 993.913
coordination 965.296| 2.465.098
prepositional complement 770.631| 389.139
apposition 526.337| 602.970

Table 4: Number of tuples and non-identical dependencyesiftypes) extracted per de-
pendency relation.

3.2  Similarity measuresused

Methods for computing distributional similarity considtaomeasure for assign-
ing weights to the dependency triples present in the maanid a measure for
computing similarity between two (weighted) word vectors.

As weights we used identity, Ml and thdest. Identity was used as a baseline,
and simply assigns every dependency triple a weight of 1 ¢very count in the
matrix is multiplied by 1).

(Pointwise) Mutual Information (Church and Hanks [1989]¢asures the
amount of information one variable contains about the othethis case it mea-
sures the relatedness or degree of association betweesrgiee word and one of
its features. For a wortd” and a featurg (e.g. the wordziekte (diseasgnd the
featurebesmettelijkadj (contagiousad))) is computed as follows:

PW, f)
1O 1) =9 5y p()
Here,P(W, f) is the probability of seeingesmettelijke ziektgn a modifier-head
relation) in the corpus, ang (W) P(f) is the product of the probability of seeing
besmettelijkand the probability of seeingjekte

An alternative weight method is thetest. It tells us how probable a certain
co-occurrence is. Thetest looks at the difference of the observed and expected
mean scaled by the variance of the data. Fhest takes into account the number
of co-occurrences of the bi-gram (e.g., a wordand a featurg in a grammatical
relation) relative to the frequencies of the words and fest by themselves. Cur-
ran and Moens [2002] give the following formulation, whicle wlso used in our
experiments:

,_ PUV.J) = POV)P(f)
PW)P(f)

INote, however, that this formulation of theest differs from that in Manning and Schiitze [1999], in
spite of the fact that Curran and Moens explicitly refer tonviimg and Schiitze as their source.
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We used two different similarity measures to calculate thelarity between
two word vectorsCosineandDicef (Curran and Moens [2002]). We describe the
functions using an extension of the asterisk notation of[LBB8b]. An asterisk
indicates a set ranging over all existing values of thatalde. A subscripted
asterisk indicates that the variables are bound together.

Cosineis a geometrical measure. It returns the cosine of the aragleden the
vectors of the words and is calculated using the dot produtisovectors:

> pweightWl, +5) x weigh{W2, )
VY- weigh{W1, )2 x - weigh{V2, x)2

If the two words have the same distribution the angle betwkervectors is
zero. The maximum value of tHeéosinemeasure is 1Weightis either identity,
Ml or t-test.

Dice is a combinatorial measure that underscores the importahsbared
features. It measures the ratio between the size of thesetdton of the two
feature sets and the sum of the sizes of the individual featets. It is defined as:

. 2.|ANB |
DZC@(A,B) = m

Cosine=

,where A stands for the set of features of word 1 and B for thefkatures
of word 2.

Curran and Moens [2002] propose a variant of Dice, which ttahDicet. It
is defined as:

23 min(weight(W1,x¢), weight(W2,xy))
>y weight(W,xp) +weight(W2, )

Dicet =

WhereadDice does not take feature weights into accowite; does. For each
feature two words share, the minimum is takenJifl occurred 15 times with
featuref andWW2 occurred 10 times witlf, and if identity is used foweight it
selects 10 as the minimum.

4 Evaluation

Given a matrix consisting of word vectors for nouns, and alanity method (com-
bination of a weight and similarity measure),the similatietween any pair of
nouns can be computed (provided that they are found in tre #i&@n the basis
of this, the nouns that are most similar to a given noun canrbédyted. In this
section, we present an evaluation of the system for findimgasdically similar
words. We evaluated the system against data extracted frooV#rdNet, us-
ing various similarity measures and weights, and usingouar{combinations of)
dependency relations.

2A demo of the system, using the combination of all grammhtigations, and MIDicet as similarity
method, can be found amww.let.rug.nl/"gosse/Sets
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iets

d(‘ael

vru‘cht
aerucht

boon

Figure 1: Fragment of thes-A hierarchy in Dutch EuroWordNet.

4.1  Evaluation Framework

The Dutch version of the multilingual resource EuroWordKEE¥WN) (Vossen
[1998]) was used for evaluation. We randomly selected 1@@§et words from
Dutch EWN with a frequency of more than 10, according to tlegfiency infor-
mation present in Dutch EWN. For each word we collected i3 mdst similar
words (nearest neighbours) according to our system, anddch pair of words
(target word + one of the most similar words) we calculatedsamantic similar-
ity according to Dutch EWN. A system scores well if the neinegghbours found
by the system also have a high semantic similarity accoriigy/VN.

EWN is organised in the same way as the well-known EnglishdNet Fell-
baum [1998], that is word senses with the same meaning $ymeetsandis-A
relations between synsets are defined. Togetherstierelations form a tree, as
illustrated in figure 1. The tree shows tlagapel(apple 1s-A vrucht(fruit), which
IS-A deel(part), which 1s-A iets (something A boon (bear) 1s-A peulvrucht
(seed poll whichis-A vrucht

For computing the WordNet similarity between a pair of wowes used the
Wu/Palmer [1994] measure. It correlates well with humarggrdents and can
be computed without using frequency infomation. The Wutieal measure for
computing the semantic similarity between two words W1 arigliVa wordnet,
whose most-specific common ancestor is W3, is defined asvsillo

2(D3)

Sim=
D1+ D2+ 2(D3)

We computed, D1 (D2) as the distance from W1 (W2) to the lowestmon

ancestor of W1 and W2, W3. D3 is the distance of that ancestihretroot node.

The similarity betweerappeland peeraccording to the example in 1 would be

4/6 = 0.66, whereas the similarity betweappelandboonwould be4/7 = 0.57.
Below, we report EWN similarity for the 1, 5, 10, 20, 50, and1fost similar

words of a given target word. If a word is ambiguous accordm&WN (i.e.

is a member of several synsets), the highest similarityessoused. The EWN
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Measure EWN Similarity at

+Weight k=1 | k=5 | k=10 | k=20 | k=50 | k=100
Dicef +MI 0.560 | 0.499 | 0.477 | 0.458 | 0.433 | 0.415
Cosine+MI 0.544| 0.489| 0.468| 0.453| 0.428| 0.410

Dicef +t-test 0.518| 0.482| 0.461| 0.449| 0.425| 0.408
Dicef +identity | 0.492 | 0.452| 0.430| 0.415| 0.394| 0.375
Cosine+tidentity| 0.494| 0.434| 0.412| 0.396 | 0.376| 0.362
Cosine+-test 0.472| 0.425| 0.410| 0.402| 0.388| 0.376

Table 5: Average EWN similarity at candidates for different similarity measures and
weights, using data from the object relation

similarity of a set of word pairs is defined as the average @&imilarity between
the pairs.

42 Results

In a first experiment, we compared the performance of theuarcombinations
of weight measures (identity, MI, artetest) and the measures for computing the
distance between word vectors (Cosine and Bic&he results are given in table
5. All combinations significantly outperform the random &lase (i.e. the score
obtained by picking 100 random words as nearest neighbduasgiven target
word), which, for EWN, is 0.26. Note also that the maximalrgcs not 1.00, but
significantly lower, as words do not have 100 synonyms (whvohild give, the
hypothetical, maximal score of 1.0@icef in combination with MI gives the best
results at all points of evaluation, followed Bpsinein combination with MI. It is
clear that Ml makes an important contribution. Also, théat#nce in performance
betweenCosineandDicet is much bigger when no weight is used (identity) and
biggest wheri-test is usedi-test andCosinedo not work well togethet-test and
Dicef are a better combination. ABicef +MI performs best, this combination
was used in the other experiments.

In table 6, the performance of the data collected using uaridependency
relations is compared. The object relation is best at findemantically related
words. Adjective and coordination are also relatively goextcept for the fact
that the score for coordination At= 1 is quite a bit lower than for the other two
relations. In spite of the fact that using the subject retathost data was collected,
this is not a good relation for finding semantically similawngs.

In table 7, we give results for various combinations of dejegty relations.
We started by combining the best performing relations, dwet tadded the re-
maining relations. In general, it seems to be true that comgidata from var-
ious relations improves results. Removing the subjectioglalata fromall, for
instance, decreases performance, in spite of the fact siveg only the subject re-
lation leads to poor results. The only exception to this ruight be the apposition
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Dependency EWN Similarity at
Relation k=1 | k=5 | k=10 | k=20 | k=50 | k=100
Object 0.560 | 0.499 | 0.477 | 0.458 | 0.433 | 0.415

Adjective 0.556 | 0.492| 0.463| 0.444| 0.414| 0.395
Coordination| 0.495| 0.488| 0.468| 0.453| 0.432| 0.414
Apposition | 0.508 | 0.465| 0.449| 0.437| 0.418| 0.400
Prep. comp. | 0.482| 0.443| 0.431| 0.415| 0.393| 0.380
Subject 0.451| 0.426| 0.414| 0.396| 0.380| 0.369

Table 6: Average EWN similarity dt candidates for different dependency relations based
on Dice}f + Ml

EWN Similarity at

Combination k=1 | k=5 | k=10 | k=20 | k=50 | k=100
Obj 0.560 | 0.499| 0.477| 0.458| 0.433| 0.415
Obj+ad] 0.584 | 0.529| 0.499 | 0.473| 0.442| 0.420

Obj+adj+coord 0.589| 0.533| 0.512| 0.487| 0.459| 0.436
Obj+adj+coord+pc| 0.585| 0.532| 0.512| 0.491| 0.460| 0.437

All 0.603 | 0.542 | 0.519| 0.494| 0.464 | 0.442
All-appo 0.596 | 0.541| 0.520 | 0.497 | 0.466 | 0.444
All-subj 0.588| 0.530| 0.509| 0.488| 0.458| 0.435

Table 7: Average EWN similarity & candidates when combining dependency relations
based on Dicg+ Ml

data. Removing these froall, means that slightly better scores are obtained for
k > 20.

4.3 Discussion of results

The fact that Ml does so well is at first sight surprising andftots with results
from earlier research by Curran and Moens [2002]. They shawtttest is the
best performing method for setting feature weights. Ml imgal is known to
overemphasise low frequency events. The reason for thatfatMI performs
rather well in our experiment could be explained by the datef set. In section
3.1 we explained that we discarded words that occurred tess 10 times in the
relevant configuration.

In accordance with the experiments done by Curran and M@&@2] we show
thatDicet outperformsCosine

From table 6 we can see that there is a difference in perfacenaithe different
dependency relations and in table 7 we see that the apposdiation hurts the
performance at k =10. However, the evaluation frameworlotsatways a fair one
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dependency relation Coverage (%)
apposition 11.2
prepositional complement 29.8
object 47.8
adjective 50.3
coordination 56.0
subject 57.9
object+adjective 62.3
object+adjective+coordination 72.9
all-subject-apposition 74.5
all-apposition 78.8
all 78.9

Table 8: Percentage of target words from EWN found in the getdor various (combina-
tions of) dependency relations.

for all relations. Not all similar words found by our systeme also found in Dutch
EWN. Approximately 60% of the most similar words returnedoy system were
not found in Dutch EWN. Word pairs found by the system but abseEWN were
discarded during evaluation. This is especially harmfutti@ apposition relation.
The apposition relation always holds between a noun andepreame. Proper
names are not very well presented in EWN, and as a conseqtiaycgo not play
a role in the evaluation. Therefore, we suspect that therebdeeffect may well
be due to our evaluation method. Other evaluation methoeéls ifi particular a
task-based evaluation of using ontological informatiorQia %) may well show
that the inclusion of information from appositions has aitpaseffect. This does
suggest that our corpus-based approach indeed finds maug W@t are absent
from the only lexical resource which systematically pr@sads-A relations for
Dutch, and thus, that automatic or semi-automatic extersi®utch EWN might
be promising.

In general we show that combining grammatical relationdsda better results
(table 7). In table 8 the percentage of target words that awed in the data
collected for different (combinations of) dependencytietzs (and using a cutoff
of 10 occurrences) is given. The fact that coverage inceea$en combining
dependency relations provides further motivation for gsipstems that combine
information from various dependency relations.

The subject relation produces a lot of tuples, but performgrssingly poorly.
Inspection of some sample output, suggests that this mayéeadthe fact that
nouns which denote passive things (isttawberriesor tableg are typically not
very well represented in the subject data. Nouns which @arigl agentive, such
aspresidentperformed much better.

3see van der Plas and Bouma [2005])
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A final note concerns our treatment of coordination. A singberdination
consisting of many conjuncts, gives rise to a large numbeependency triples
(i.e. the coordinatiobeer, wine, cheese, and nigads to three dependency triples
per word, which is 12 in total). Especially for coordinatianvolving rare nouns,
this has a negative effect. A case in point is the examplenpeibich is a listing
of nicknames lovers use for each other:

Bobbelig Beertje, |Jsbeertje, Koalapuppy, Hartebeerp&ad Beer,
Gerebeer, Bolbuikmannie, Molletje, Knagertje, Lief DrggkHum-
meltje, Zeeuwse Poeperd, Egeltje, Bulletje, Tijger, Weealolf,
Springende Spetter, Aap van me, Nunnepun, Trekkie, Bikkel e
Nachtegaaltje

This generates 20 triples per name occurring in this coatitin alone. As a
consequence, the results for a noun sucieagmonkey are highly polluted.

5 Conclusion

From our experiment we can conclude tlztef in combination with Mutual
Information is the best technique for finding semanticaiiated words. This
result is in contrast with results in Curran and Moens [2002]

Another conclusion we can draw is that the object relatiothes best per-
forming relation for this task, followed by the adjectivéat@on. The results from
coordination can probably be improved, if we adopt a moneqgipied approach to
dealing with long coordinations.

However, although some dependency relations performmatiwly, combin-
ing all dependency relations improves the performance o§pstem. The number
of words covered is higher and in almost all cases the avetdgd similarity is
higher.

In the near future we would like to combine our method for firgdsimilar
words with methods for acquiring-A relations automatically. Promising results
on learning the latter on the basis of data parsed by Alpiaageported in 1Jzereef
[2004]. In addition, we would like to investigate methods é&xpanding Dutch
EWN (semi-)automatically. Finally, we would like to applyet knowledge gath-
ered in this way for QA-tasks, such as question classifinatmd answering of
generalWwH-questions.
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