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ABSTRACT

Statistical language models have been proposedntigcéor
several information retrieval tasks, including thesource
selection task in distributed information retrievalThis paper
extends the language modeling approach to integedeurce
selection, ad-hoc searching, and merging of reidta different
text databases into a single probabilistic retliewadel. This
new approach is designed primarily for Intranet iemments,
where it is reasonable to assume that resourceideev are
relatively homogeneous and can adopt the same dirgkarch
engine. Experiments demonstrate that this newegmated
approach is at least as effective as the prioesifthe-art in
distributed IR.

Categories and Subject Descriptors

H.3.3 [Information Storage and Retrieval: Information Search
and Retrieval +etrieval models. H.3.4 [Information Storage
and Retrievall: Systems and Softwaredistributed systems

General Terms
Algorithms, Experimentation

Keywords
Language model, Distributed information retrieval.

1. INTRODUCTION

Language Modeling has a long history of being umectessfully
in the fields of speech recognition and statistizatural language
processing. It has been applied to informatiorrieeal and
studies [2,3] have shown its effectiveness in thé+hec
information retrieval task. Some work has beenedtm apply
language-modeling techniques to do resource sefeciin
distributed retrieval task. However, little worlagibeen done in
distributed IR using a single integrated languagedeh
framework. The difference between ad-hoc infororatietrieval
and the distributed information retrieval is thdtleoc information
retrieval assumes that all the documents can béedopto a
single centralized database for the purpose of xinde and
searching while distributed information retrievaltdets the cases
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when documents can't be obtained or stored in glesidatabase.
The task of distributed information retrieval cae bmportant

when the information is proprietary or access @fitiformation is

not free. With the proliferation of online searbleadatabases on
local area networks and the Internet, the sigmifiea of the

distributed information retrieval is becoming moamd more

serious [1].

There are various scenarios in distributed inforamatretrieval
[15]. In this paper, we focus on the intranet emwiment, where
we can assume each individual database uses the lgach of
search engine.

There are three important sub-problems in disteduhformation
retrieval: first, the content of each text databasest be
represented in a suitable form; second, given forrmation need
(a query), several relevant databases must betesgléc do the
search; third, the results from all the selectehlolases have to be
merged into a single final list [1]. A lot of remeh has been done
in these three sub-fields. CORI algorithm [1,4pie of the well-
known examples. It assumes that each databaselnpasry
search engine. It uses query-based sampling {F]dscribing the
content of each individual database, the CORI ctitla selection
algorithm for choosing databases most relevartiéauser's query
and the CORI merging algorithm for fusing resuttnfi different
databases together. Experiments showed that th&rkl CO
distributed information retrieval algorithm has @sled decent
performance in many different environments [18].

In this paper, we will present an integrated lamguanodeling
approach to the distributed information retrievedigem. In this
framework, language modeling is applied to everpeas of the
distributed information retrieval problem. When caery is
issued, a language model based collection seleetgorithm is
used for choosing a subset of databases that asé likely to
provide documents relevant to the query. Thenhiwitthe
selected database, a language model based retalgealthm is
used for finding relevant documents. Finally, witte returned
document information from the individual databasedanguage
model based merging approach is performed to iategthe
results.

As for the three steps mentioned above, the lareyoaadel based
retrieval algorithm for a single database has begtensively
studied and therefore is not the focus of this papehe major
contribution of this paper is on how to accomplible phase of
resource selection and the phase of results mergisigg
language modeling framework. Compared with the COR
algorithm, this framework tends to be better justif by
probability theory. On the standard TREC123 andETR
datasets, experiments have shown that the new fdvarke
significantly outperforms the well-known CORI dibuted



information retrieval algorithm when the scores nfrothe
individual databases are normalized without codpmrafrom
individual databases and is slightly better othatdame level than
the CORI algorithm in case that the operation obresc
normalization is performed with cooperation [1].

2. PREVIOUS WORK

This work is closely related to the language magmiroaches for
ad-hoc information retrieval, including the risk de proposed
by Ponte and Croft [3], a simple unigram model mn& and
Croft [2] and the two states hidden Markov modeltbg BBN
group [19]. Although the details are different Jeeén these
approaches, the basic idea is the same. Each @otusnseen as
a sample generated from a special language. Trerefa
language model for each document is estimated diedmd.
Then, the relevance for a document to an informatieed
(represented as a query) is computed as how likelyquery can
be generated from the language model for that deattmMore
specifically, the likelihood for a quer® to be generated from a
documenD is computed as:

1)

where g is a query item in the que®, P(q|D) is the probability
for the query terng to appear in the documebx, P(q|C) is the
probability for the terng to be used in the collectidd to which
the documenb belongs, andl is a weighting parameter between
0 and 1. As seen from Equation (1), the role ohtB(q|C) is to
smooth the probability for the documebtto generate the query
termgq, particularly wherP(qD) is zero. Furthermore, as pointed
out in [20], the idea of smoothing document-basadgliage
model with the collection-based language modeinslar to the
tf.idf term weight scheme [21] used in vector modehere
‘common’ words are discouraged by giving low weigtdand
‘rare’ words are emphasized with the high weights.

P(QID) = I_J (AP(q| D)+ @ -A)P(q|C))
qo

Unlike the ad-hoc information retrieval task, théstdbuted
information retrieval task assumes that each indiai database
performs retrieval without the knowledge of otheatabases.
Simply applying Equation (1) to the case of disttéd
information retrieval will be not feasible becausach database
has a different word statisti€¥q|C). therefore, each database has
a different sense of common words and rare wordstwimakes
the scores from different databases not directpmarable. One
important aspect of applying language modeling istriduted
information retrieval is to wipe out the score diffnces caused
by the differing statistics of databases and mahke s$cores
comparable. The basic idea is to take advantagieeoflocument
sets sampled from the individual databases. Assynthe
sampled document sets share the similar word statiwith the
original databases, we can gather the approximated statistics
for each individual database and use it as the twagdjust the
document scores from the individual databases.

To accomplish this, we need to acquire the resodeseription
for each database. Approaches such as the STARI&cpl and
query-based sampling have been used to obtain d¢keurce
description for databases [5,6]. The differenceneen them is
that the STARTS protocol requires each databagpeaide word
statistics information directly while query-basedmpling only
asks the individual search engines to run quemesraturn a list
of documents that are downloadable. In practite,approach of

query-based sampling has been shown to acquirerraticurate
resource descriptions using a relatively small neimdd randomly
generated queries (e.g. 75) to retrieve a relatisdall number of
documents (e.g. 300).

For resource selection, we need to find the subfsiéte databases
that are most relevant to the user's query. Thea@ many
successful resource selection algorithms. AmomgnthgGIOSS
[7,8], CORI, and CVV [9] are three best-known resedranking
algorithms. Gravano et al. proposed GIOSS, thessay-of-
Servers Server, as an approach to the resourcetisaldor the
Boolean IR model and it is generalized as gGlOSBetaised for
any IR model. It needs each database to providedtitument
frequency for each word in its database, and time slithe term
weights in each document of the database. The @&durce
selection algorithm uses a combination of docunfesuency
and cue validity variance information. In this @ighm,
document frequency information is used to estimate
importance of a term within a database; the CVV ponent
estimates whether a term is useful for differeim@ibne database
from another. The CORI collection selection algori creates a
resource selection index in which each databasepiesented by
its terms and their document frequencies. Database ranked
by the belief ofP(Q|C,) which is determined by the sum of the
beliefs of all query items generated by the comesiing database
[1]. Previous research has shown that the CORdritifgn is the
most stable and effective of the three algorithr@11]. But the
ranking value, which is the belief, does not havevaid
probabilistic explanation. It is hard to incorpmrait into a
probabilistic distributed information retrieval tas

The problem of merging results with incomparableres from

individual data collections has been studied extehs in the

field of distributed information retrieval. Some theds take the
approach of normalizing document scores, which séedividual

databases to provide their corpus statistics otdaownload the
documents and recalculate the scores at the didat which has
very high communication and computation costs [10pther

methods try to avoid either the requirement of to®peration
from individual databases or the cost of downlogdithe

documents and recalculating the scores. For exanginply

interleaving the retrieved documents from differelatabases in
the order of their ranks has been used in [12]. RC@®erging

method [1,4] is based on a linear combination efghore of the
database and the score of the document. The “fiaeda score

suitable for merging is calculated as shown below.

C'= (R1 B Rmin) (2)
I (Rmax - Rmin)
i (D B Dmin)

- (Dmax - Dminj

» D +04*D'*C;
b :TI @)

R.ax and R, are two normalizing parameters that can be

calculated by the CORI's resource selection algorionly from
the information in the resource selection index [Bo equation
(2) is the normalized database weighting score.uakgn (3)
needs the individual search engines to cooperat@rbyiding

©)



Dnax @nd D, - In the absence of cooperatidn,,,, is set to the

maximum document score returned by the search engimd
Dpin is set to the minimum.

To test the effectiveness of our language modeldistributed
information retrieval, we used the standard CORtritiuted
information retrieval system as the baseline systavhich
incorporate the algorithm of query-based samplitig CORI
resource selection algorithm and the CORI mergingthod.
Previous studies have shown that the CORI systenmewed
generally good performance on different kinds stheds.

3. THE LANGUAGE MODEL APPROACH

In the section, we will give the full descriptiori our language
model approach. As already mentioned in the intetidn
section, the problem of distributed informatiorriestal comprises
of three components, namely a component for acuyithe
resource description, a component for selecting tmekevant
databases and a component for merging resultsnextufrom
different databases. The following three subsastiwill focus on
each of these three components. Besides thesesthibeproblems
we have made the assumption that all individuahlolges use a
language model search engine, which is a validnaggan for the
intranet environment of distributed informationrieval.

3.1 Acquiring Resource Descriptions

As already discussed in the section of related wonle difficulty

imposed by the distributed information retrievablplem is that
the document scores returned from different datlmagy not be
comparable since each database has a different statitics.

One solution to this problem is to acquire an apinate word

frequency distribution and adjust the document esdrased on
the obtained word distribution. Meanwhile, the rase

description is critical to the phase of databadecten where a
subset of databases is chosen based on how sth@aesource
description is to the query.

In this framework, we adopt the technique of queaged
sampling. All the queries used in the query-basaupling were
one-term queries. The initial query term was sekkatandomly
from a background language model. Then, the sutesgaqueries
terms were selected randomly by the language medeth was
learned from the documents already retrieved from database
by previous queries. The top four documents retdeby each
query were examined to update the resource desaeript
Duplicate documents, which were already retrievgdplevious
queries, were simply discarded. This results imeaogueries
retrieving less than four documents. Detailed expents in [1,5]
have shown that this method can get an adequateiteesn with
only a small amount of queries and a relatively lsmamber of
documents from each database.

After three hundred documents were retrieved frorche
database, a collection based language mB¢@gC) will be built

for each databasgé and the retrieved documents of all databases
were collapsed together to build a global languageel P(q|G).

By looking at the difference between the collectlmased word
distribution P(g|C) and the global word distributioR(q|G), we
can tell which collection may overestimate the doeant-query
similarity and which collection does the opposital anake the
corresponding adjustments.  Furthermore, by comparihe
collection based word distribution to the query, ave able to tell

which collection is more likely to provide relevasdcuments and
which collection will not.

3.2 Resource Selection

In the resource selection phase, we need to selest relevant
collections to a query based on the information go¢ in the
resource description phase. Therefore, the kewis®re is how
to compute the collection-query similarity. To ¢a&tdvantage of
the language model used for computing the documeety
similarity, we can simply collapse the sampled doents for a
database together as one single giant ‘documedtparform the
similar computation for the document-query similari More
formally, we need to find the collections that halagest
probabilities ofP(Q|C), i.e. the probability of generating the query
Q from the text collectior€. Following the principle of language
model, the value dP(Q|C) is calculated in the following way:

PQIc)=[1(AP(alc)+(-2)P(alG)) 5)
aQ
where P(Q|C) is the language models for the collectiGhand
P(Q|G) is language model for the whole collection. lane
interpolation constamt smoothes the collection-based language
model with the global language model. Collectiomish the
largest generation probabilitig®(Q|C) will be selected as the
most relevant collections.

Notice, our collection selection method is very iamto the
Kullback-Leibler (KL) divergence based -collectiorelection
method used by Xu and Croft [14]. In their worke tKullback-
Leibler divergence between the word frequency itistion of the
query and the database is used to measure howhgetbntent of
the database matches with the query. More spaliifiche KL
divergence between que@and collectiorC is computed as:

KL(Q.C)=

O P(IQ)
P(a1Q)logr3
2, 1S e Ty PG 19)
Note that collections are ranked using the negativehe KL
divergence. Both our method and KL divergence oethre
using the word distribution as the basis of the ilaiity
measurement. It is not difficult to show that #né&o methods

are actually equivalent by simply taking the logan of Equation
(5) and noticing that the termy,15P(q[Q)log(g|Q) in

Equation (6) is a query-specific constant.

(6)

O
O
O

3.3 Results Merging

The last step of distributed information retriev@lmerging the
results. It is a difficult task because differeldtabases may use
different ranking algorithms and therefore the ssoreturned
from the individual databases may not be comparable
Furthermore, even all the individual databaseshmmassumed to
use the same ranking algorithm; the large variaimceorpus
statistics for different databases can still make tscores
incomparable [15]. In our framework, we rule ol ffirst factor
by requiring all the individual databases use #reglage model
based algorithm for retrieving relevant document$hen, the
second factor, i.e. the heterogeneous corpus tatatigarying



widely from one database to another, becomes therroancern
of our results merging algorithm.

With the assumption that all the search enginesisirgg the same
language modeling based retrieval algorithm, theudeent scores
returned from the individual search engines canmnberpreted as
generation probabilities for a given query. Mopedfically, for
a given queng, the score of thg" documenDj; returned by the
i databaseC;, should be the probabilitP(Q| D;, C), i.e. the
probability of generating quer® given the documerid; and the
databaseC;. According to Equation (1), the probabiliB(Q| Dj;,
C)) can be expressed as:

P(Q| Dy 1Ci): u ()l P(q | D; )+(1—)I)P(q |C )) (1)

As it can be seen from the above equation, the ghitibes
P(QD,C) returned from individual search engines can be
significantly influenced by the heterogeneous cerptatistics
P(q|C) for different databases. The task of the mergitggprithm

is to take these probabilities for documents asitimand together
with all the information of individual databasestaibed in the
resource description and resource collection phaseffectively
erase the bias caused by the corpus statisticscaledlate the
final comparable scores for all the returned doause

Since the ‘unfairness’ within the document scommes from the
factor of databas€; in probability P(Q|D;, C;), we would like to
compute the ‘fair’ scores for documents R®)|D;) which don't
have dependency on datab&%e In order to compute the ‘fair’
document scor@(Q[D;) based on the probabili(Q|D;, C;) and
the word distribution of individual databases obgal in the phase
of acquiring resource description, we need to demuse the
probability P(Q|D;;, C)) into two parts, with one part dependent
only on the documerid; and the other part influenced only by the
databas€;. A simple solution would be to rewrite the probigp
P(QIDj, C) as a linear interpolation of probabiliQ|C;)) and
P(QIDy) as:

P(QICMDij):aP(QICi)+(1_a)P(Q|Dij) (M)

With the known information ofP(Q|D;, C) and P(Q|C)
(computed in the phase of collection selectid?®(Q||D;) can be
computed by simply subtracting?(Q|C) from P(Q|D;, C).
Unfortunately, this simple approach is not feasibkcause the
values for probability?(Q|C;) andP(Q|D;) are not comparable. A
collection usually contains many more words thadoaument
and therefore the word generation probabifg|C;) is usually
much lower tharP(q|D;), which usually results in a significantly
smaller value foP(Q|C;) thanP(Q[D;).

A better solution would be to decompd3@Q|D;, C;) into some
kind of product. Therefore, according to the Bagasiule, we
haveP(Q|Dj, C)) expanded as

PlID,.C )= P(leu(c);fﬁcc;nl ;?’ at ®)

By assuming that the two evidences in the prolgbibf
P(Ci|Q,Dj) can be linearly separable, we will have

P(Ci |Q, D ): aP(Ci |Q)+(1_U)P(Ci | D; ) )

whereq is the parameter that represent the relative inapog of
two evidence ofQ and Dj. Substituting Equation (9) for
P(Ci|Q.Dy) in Equation (8) and rewriting, we have the expias
for P(QlDij,Ci) as
PIQ|D:. ,C

(Ip, ) w0

=(1- a)P(Q |D; )E(l_aap)l(;ié:il |Q3)ij ) +1E

By taking the logarithm on both sides of the abéuenula, we
will have:

logP(Q|D ,C;)= loglt-a)+logP(QI D, )

aP(C 19 ,.A
1-a)PlC ID;) H

(11)
+log

Then, the logarithm of probabilit(Q|D;), i.e. the final ‘fair
document score, can be expressed as:

log PQ| D, )=logP(Q|D; ,C,)-log(l-a)

aP(C 1Q) ,.A
1-a)P(C/ ID;) H

(12)

Sincea is a constant, term log(@) is a constant contribution to
every logP(QIDy)) and therefore can be ignored. Furthermore,
since the contents of different databases aredyinpsedefined, by
assuming the assignment of documéjtto collection C; is
usually correct, we can haw{Ci|D;) approximated as a constant
p which is close to 1. With these two consideratjothe final
expression for the logarithm of probabil®Q[D;) as

logP(Q|D, )0 logP(QID;,C;)

~log(gP(C, |Q)+1) 43

. . . a .
wheref is a constant and is deflned{as—). This is the core
-a

formula for our results merging algorithm. As éasieen from
Equation (13), the influence of corpus statistiostiee document
score is represented in the teR{C|Q). By subtracting?(Ci|Q)
from the original scord®(Q|D;;, C) returned from the individual
databases, we are able to eliminate the factoiiffefreint corpus
statistics and therefore results in a more ‘faicores for
documents. For ter®(C|Q), since we have already computed
P(QIC) in the phase of resource selection, with the hefip
Bayesian rule, we can have the following expres&o(Ci|Q)

PIC )P(c)

P(Ci |Q) = z p(Q |C. )P(Ci )

(14)

4, EXPERIMENTAL METHODOLOGY

In this section, we describe the experiment desifme detailed
description of the testbeds used for the experinseptesented in
Section 4.1 and the presentation of experimentmgas given in
Section 4.2.



Query Size Number of documents Megabytes (MB)
Name Count (GB) Min Avg Max Min Avg Max
Trec123 50 3.2 752 10782 39713 28.1 32 41.8
Trec4_kneans 50 2.0 301 5675 82727 3.9 20 248. 6

Tablel: Testbed statistics

4.1 Testbeds

Testbeds play a very important role in distribuieébrmation
retrieval experiments since the performance of rithisted
information retrieval systems is highly influencbkd the testbed
characteristics.  Two different testbeds were used our
experiments. The goal was to test the effectivenas our
algorithm in different degrees of heterogeneity difterent types
of queries.

“By source” testbed trec123

In this testbed, there were altogether 100 databeasated from
TREC CDs 1,2 and 3. The databases were organizesburce
and publication date [1,5], and are somewhat hg&reous. 50
short queries were created from the title field§BEC topics 51-
100.

“By subject” testbed: trec4_kmeans

For this testbed, there were altogether 100 dagsbazated from
TREC 4 data. A k-means clustering algorithm waedue cluster
the databases by topic automatically [22], so thtalthses are
homogenous and the word distributions are very skiew 50

longer queries were created from the descriptiefd§ of TREC

topics 201-250.

The characteristics of these two testbeds are shovifable 1.
Meanwhile, the characteristics of their correspagdjueries are
shown in Table 2.

Average
TREC TREC Length
Name Topic Set | Topic Field (Words)
Trec123 51- 100 Title 3
Trec4_kmeans | 201-250 | Description 7.2

Table2Query set statistics

4.2 Experiment Settings
To test the effectiveness of our language modefrcamh, we
compared our algorithm to the CORI algorithm. Take the

comparison fair, we try to make the setup for balgporithms as
close as possible.

In order to reduce the cooperation needed from éadividual
search engines, query-based sampling technique used to
acquire the database description for both our dlgorand CORI
algorithm. 300 documents from each of the 100keges of both
testbeds were sampled. All the documents from shene
database were merged together to make the desaripfi the
corresponding database. For the part of resowleetson, the top
10 databases were selected for each query, whishbkan a
common choice in many previous researches [1,14, B)most
100 documents were retrieved from each databasee Th
documents returned by the selected databases wengedinto
the final result lists. This results list is fedtd an evaluation
program for computing precision.

The language modeling based search engine for @éatelbase is
implemented using the Lemur toolkit [17]. All theeighting
parametersi used in Equation (1) are set to 0.5. The paranfeter
in Equation (13) is empirically set to be 19 fotheestbeds.

Searching only a fraction of the databases wilesucause some
relevant documents to be missed. Precision at reghll will
suffer. But in most environments, users are owlycerned with
the top several dozen documents. Therefore, poecet top 5,
10, 15, 20 and 30 are the most important evaluatieasures in
distributed information retrieval [1,14,15], whiéh the measure
used in our experiments.

5. EXPERIMENTAL RESULTS —
COMPARISON WITH CORI

CORI algorithm is a well-known framework that haseh shown
to work very effectively in different environmentsn the section
for related work, we have already briefly coverduk tthree
important components for CORI algorithm, i.e. tlenponent for
acquiring resource description, the component fesource
selection and the component for the results mergingore
detailed descriptions can be found in [1,4]. Ekpents in this

Preuzgg;t Doc CORI without Cooperation CORI with Cooperation LM f or Distributed IR
5 docs 0. 4280 0. 4480 (+ 4.67% 0. 4680 (+ 9.35% (+ 4.46%
10 docs 0. 3840 0. 4220 (+ 9.90% 0.4420 (+15.109% (+ 4.74%
15 docs 0.3933 0. 4053 (+ 3.50% 0.4413 (+12.209% (+ 8.88%
20 docs 0.3720 0.3820 (+ 2.69% 0.4240 (+13.98% (+10.99%
30 docs 0. 3593 0.3627 (+ 0.95% 0.3940 (+ 9.66% (+ 8.63%

Table 3. The distributed retrieval results for trec123 ibest by CORI algorithm, scores normalized withoubperation from
individual databases, scores normalized withoutpecation from individual databases and Language eMddr distributed
information retrieval. (The first baseline in CORIth cooperation and Language Model for distrilbuteformation retrieval is the
performance of CORI algorithm without cooperatitiee second baseline in Language Model for disteitbuhformation retrieval is

the performance of CORI alaorithm with cooperat



Premaggft Doc CORI without Cooperation CORI with Cooperation LM f or Distributed IR
5 docs 0. 3600 0. 4240 (+17.78% 0.4320 (+20.00% (+ 1.89%
10 docs 0. 3540 0.3860 (+ 9.04% 0.3800 (+ 7.34% (- 1.55%
15 docs 0.3187 0.3400 (+ 6.68% 0.3413 (+ 7.09% (+ 0.38%
20 docs 0. 2900 0.3140 (+ 8.28% 0.3270 (+12.76% (+ 4.14%
30 docs 0. 2600 0.2753 (+ 5.88% 0.2953 (+13.58% (+ 7.26%

Table 4. The distributed retrieval results for trec4_kme#estbed by CORI algorithm, scores normalized withoooperation from
individual databases, scores normalized withoutpecation from individual databases and Language eMddr distributed
information retrieval. (The first baseline in CORIth cooperation and Language Model for distributefbrmation retrieval is the
performance of CORI algorithm without cooperatitiee second baseline in Language Model for disteitduhformation retrieval is

the performance of CORI algorithm with cooperation)

section were designed to compare the performanceowsf
language model distributed information retrievaaalthm with
CORI.

As described in Section 2, there are two versiohthe CORI

merging algorithm. As indicated by Equation (4), arder to

calculate the normalized document score, we needrigximum
possible document score and minimum possible dootiseore
for the individual database. In the cooperatiorsecaCORI

merging algorithm assumes that it can get theseesdoom the
individual search engines. If it is not possibifesimply uses the
maximum and minimum document scores returned bys#agch
engine. Notice that our language model algorittoesdnot need
this kind of cooperation from individual databaseptrovide the
normalization scores.

Table 3 and Table 4 show the retrieval resultshoge distributed
information retrieval algorithms, namely CORI aligom without
cooperation (normalization), CORI algorithm with op@ration
(normalization) and the language model algorithmdistributed
information retrieval, carried both on trec123 amnec4_kmeans
testbeds. The CORI algorithm without cooperatiamf
databases is used a baseline. It can be seen dttatGDRI
algorithm with cooperation and language model atgor always
outperform CORI without cooperation. Someone mayea that
the cooperation needed by CORI can be implementedna
internal procedure in individual Inquery searchierg, but it still
needs to modify the original Inquery retrieval aigom [1,18].
On the trec4_kmeans testbed, the language modwmiitaly is at
the same level as CORI algorithm with cooperati@m the
trec123 testbed, Language Model for distributedonmition
retrieval has a notable improvement over the CORthw
cooperation.

6. CONCLUSIONS

This paper presents a language modeling based virarkefor
distributed information retrieval task in intranenvironment,
where all databases use a language model baseth saagine.
Under this framework, the three sub-problems withime
distributed information retrieval have been vievaesdcomponents
of an integrated task. In the resource descriptiboses query-
based sampling to acquire language models desprigf each
individual database. In the resource selectionraitks the
databases based on how likely a given query cagebperated
from the language model of every database. In rewailts
merging, it computes the ‘fair’ scores for docunseby removing

the bias within the original document scores caubgdthe
different corpus statistics.

Our experiments carried on two testbeds of differen
characteristics in Section 5 demonstrate that dnguage model
algorithm always outperforms the CORI algorithm heiat

normalization cooperation from individual databasdsis better
than the CORI algorithm with normalization coop&maton one
testbed and at the same level on the other testbbdrefore, we
tend to conclude that the simple language modeldistributed

information retrieval is an effective approach fording relevant
documents in the intranet distributed informatioetrieval

environment.

One problem left in the new framework is the paremng, which
was empirically set to 19. To test the sensitigsnef our
algorithm to the value of the paramefierwe varied it from 1 to
99 and repeated the experiments over testbeds treci3
trec4_kmenas. The results are quite similar on ke#tbeds.
Therefore, the performance of the new frameworkeapp to be
insensitive to the setup of the paramefer More investigation
needs to be done over different environments. \Weehthat a
regression algorithm could be used set this paemet
automatically [15].
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