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Abstract- Mobile ad hoc networks are characterized by
multi-hop wireless links, absence of any fixed networking in-
frastructure, and a dynamic network topology. Routing proto-
cols for such networks typically use exchanges of control pack-
ets, either at fixed intervals of time or in response to a require-
ment, to adapt to the changing network topology. Balancing the
optimality of the routes used in an ad hoc network as well as
the overhead incurred from transmissions of routing packets is
a challenging task. In this paper, we propose a hybrid routing
scheme that combines proactive route optimization to a reactive
routing protocol, for reducing the average end-to-end delay in
packet transmissions without exceeding the routing overhead.
The proposed scheme uses a pre-emptive route discovery to re-
place an existing route by a shorter route when the route has
been used for a given interval of time. The optimum time for
making the pre-emptive search is obtained by studying the sta-
tistical distributions of the link and route lifetimes. The pre-
emptive search is restricted within a limited distance from the
old route by using a query-localization method. Performance
evaluations of the proposed hybrid scheme in comparison with
a purely on-demand routing protocol are presented.

1 INTRODUCTION

A fundamental characteristic of mobile ad hoc networks
is that the network conditions are highly dynamic. Fre-
quent and random node movements make the quality of peer-
to-peer wireless links in an ad hoc network change unpre-
dictably. This is due to factors such as variation of the dis-
tance between two peers, interference from other users, mul-
tipath fading, and shadowing. There are frequent link break-
ages, which are caused when the signal-to-interference-and-
noise ratio (SINR) at a receiver drops below the limit that
guarantees an acceptable packet error rate. Node movements
also cause the appearance of new links between nodes who
move within range of each other. As a result of these phe-
nomena, there is a continuous change in the network topol-
ogy of an ad hoc network. Routing protocols for mobile ad
hoc networks cope with this characteristic by dynamically
maintaining routes between the nodes in the network. The
central issue for designing these protocols is to track the
changing network topology without incurring a large over-
head of routing packets. Proactive routing protocols per-
form this task by periodically updating routing tables at every
node. A less expensive technique is to perform this task on
an “as needed” basis where nodes actively search for a route
to a particular destination only when needed. In the general
sense, there is a trade-off between the routing overhead and
the responsiveness of the network to changing conditions.
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In this paper, we propose a hybrid routing strategy that
draws the advantages of both proactive and reactive mech-
anisms to improve the communication quality of the active
routes in the network while maintaining a low routing over-
head. The proposed protocol uses a pre-emptive local search
for a better route to replace the existing one if the elapsed
time since the route was first discovered exceeds a predeter-
mined threshold. We perform simulations to show that the
proposed hybrid routing protocol reduces the average num-
ber of hops as well as the average physical path distance of
the active routes. Both of these parameters contribute to the
end-to-end communication quality of a multi-hop route. The
paper is organized as follows. In section 2 we review rout-
ing issues in mobile ad hoc networks. The proposed hybrid
routing protocol is described in section 3. Results obtained
from simulations on the link lifetime statistics as well as the
performance of the hybrid routing protocol are presented in
section 4. We conclude in section 5.

2 ROUTING IN MOBILE AD HOC NETWORKS

Based on the ways of adapting to the dynamics of the
network, routing protocols for mobile ad hoc networks may
be broadly classified into two categories - proactive or
table-driven protocols, and reactive or on-demand protocols
[8]. Proactive routing protocols [17, 12] attempt to main-
tain shortest-path routes by using periodic updates to track
changes in the network topology. The main drawback of this
technique is that there are routing updates even when they are
not needed, such as when nodes have not moved or are not
involved in communication. Since the wireless bandwidth
is at a premium, it is also important that routing protocols
for mobile ad hoc networks maintain a low routing overhead,
which is measured in terms of the number of routing packets
transmitted in the network. This provides the basic motiva-
tion for the on-demand routing protocols [3, 16, 15, 7, 11],
which create and maintain routes only when required, thus
saving on redundant routing overhead from periodic updates.
Typically, these protocols react to a route failure by searching
for a fresh route using a flood of query packets.

However, there are certain drawbacks of the on-demand
technique as well. Firstly, the network-wide flood of query
packets is a bandwidth-expensive operation. Many optimiza-
tions to the basic on-demand mechanism has been proposed
to solve this problem. For instance, DSR has the provision
of using non-propagating route requests which only queries
the neighbors of a source for a route to the destination [10].
This is used to avoid flooding the entire network when the



source can obtain a route to the destination from one of its
neighbors. AODV reduces the spread of query packets by the
use of an expanding ring search [5]. Many other approaches
to reduce the routing overhead caused by query-floods have
also been studied. Notable amongst them are the location
based approach [9] which uses GPS information for localiz-
ing a search, and the spatial-locality based query localization
[4]. The use of directional antennas for limiting the extent of
query floods has been explored in [14]. The common ground
for all these approaches is the confinement of the spread of
query packets within a subset of the nodes in the network
amongst which the likelihood of finding the desired route is
high. The subset of nodes is chosen on the basis of their prox-
imity to the last route that was active between the two nodes
in question.

An approach often used to obtain a better balance between
the adaptibility to varying network conditions and the routing
overhead is the use of hybrid routing protocols [7, 18, 11].
These protocols use different routing strategies in different
regions or times in the same network. For instance, hybrid
protocols may benefit from forming clusters of nodes within
the same network and applying appropriately different rout-
ing schemes for communications within and outside the clus-
ters. A hybrid routing protocol that adapts the frequency and
size of the routing updates according to network conditions
is presented in [1].

A second concern for on-demand routing is the latency
in data packet delivery. Since the route discovery is only
triggered by the need for sending a data packet for which
the route is unknown, a source must wait for the the route
discovery to be completed before sending it. Techniques such
as multipath routing [13] and salvaging [10] reduce the data
packet latency by using an alternate route when the existing
one is broken. Here multiple alternate routes to the same
destinations are maintained so that when the primary route
breaks, alternate routes may be used without waiting for a
fresh search to be completed. However, the basic mechanism
used in on-demand routing introduces latency for achieving
routing efficiency.

Another concern with on-demand routing, which is the
focus of this paper, is that they usually discover a new route
only when the existing one is broken. Hence if a route be-
comes sub-optimal, it will still be used until broken. We as-
sume that the optimality of a route depends on the number of
hops as well the physical length of the entire path in the route.
To clarify this, we illustrate two examples of sub-optimal and
the corresponding “better” quality routes in Figure 1. It may
be noted that a purely on-demand routing protocol does not
have any provisions for avoiding these conditions that may
result in the usage of “poor” quality routes. A larger number
of hops increase the end-to-end delay of data transmissions.
Even if two routes have the same number of hops, the phys-
ically longer route may have poorer quality as a longer path
length will result in a smaller signal strength which will gen-
erate higher packet error rates at the receiver. Hence, a route
having a physically longer path may also result in longer de-
lays due to a larger number of link-level packet retransmis-
sions. Protocols such as Associativity-based-routing (ABR)
and Signal Stability Routing (SSR) address the issue of route
quality by selecting routes that meet certain criteria for sta-
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Figure 1: Examples for comparing the quality of alternate
routes. In (a) route B is better as it has a fewer number of
hops. In (b) both routes have three hops, but route B is shorter
in path length, and will perform better than route A due to
comparitively better signal strengths on all links.

bility [19] and signal power [6]. However, these protocols
are also on-demand in nature, implying that the newer routes
based on the quality criteria are determined only when an
existing one breaks.

In this paper, we propose a new hybrid routing protocol
and explore its potential in improving the quality of routes
in comparison to a pure on-demand protocol. The proposed
protocol advocates the use of a localized route discovery for a
better alternative route between two communicating end sys-
tems even when the existing route between them is alive. The
time to make this pre-emptive localized route discovery is
based on the elapsed time since the route was first discovered.
According to our scheme, an exisiting route will be replaced
by a “better” route, if one such exists, when a route has been
alive for a sufficient amount of time. If the existing route
breaks before this time, a new route discovery is executed
according to the standard method used by a pure on-demand
protocol. This obviously involves more frequent route main-
tenance operations and may generate a higher routing over-
head than a pure on-demand protocol. To keep the overhead
small, we propose the pre-emptive route discovery to be lo-
calized within a certain maximum distance of the existing
route by using a technique similar to that in [4]. In compar-
ison with other hybrid routing protocols [7, 18, 1], the idea
presented in this paper is much simpler to implement. More-
over, our protocol focuses on the path optimality issue, which
deserves special attention in mobile ad hoc networks.

3  HYBRID ROUTING FOR PATH OPTIMALITY

The proposed routing protocol is based on the principle
that routes obtained by using an on-demand protocol are opti-
mal only at the time when they are discovered. With changes
in network topology caused by node movements after a route
discovery, other shorter and better (in terms of a lower end-
to-end delay) routes may become available. Hence a routing
protocol that searches for better alternatives for routing be-
fore the existing route is broken, can improve the quality of
communication by replacing the existing route by the alter-
nate route.



To keep the discussion straightforward, we assume that
source routing is used. However, the mechanism proposed in
this paper is applicable to other on-demand protocols as well.
Consider that a source S has a sequence of data packets to
transmit to a destination D. Initially, S performs a route dis-
covery by broadcasting a query packet that reaches all nodes
in the network. D responds to the first query packet that it re-
ceives by returning a route reply packet to S on the same path
that was followed by the query packet, traced backwards.
The route reply packet carries this path P back to the source,
where it is cached for use of transmitting data packets to D.
When S receives the route reply packet, it also starts a timer
which counts down from a pre-defined parameter 7.

Thereafter, S commences transmission of data packets to
D, and continues till completion unless interrupted by one of
the following events: (a) the route breaks and the node that
detects the failed link (from a MAC layer timeout before re-
ceiving an acknowledgement) sends an error packet back to
S, and (b) the timer at S expires. For the first case, S also
stops further transmission of data packets to D and deletes
the routing table entry for D. Both of these events prompt S
to start a search for an alternate route to D which is localized
within a certain maximum distance k from the original route
P [4]. This is performed by sending a query packet that car-
ries the old path P and a counter that is incremented every
time it is received by a node which is not in P. The counter is
reset to zero when the query packet is received by any node in
P, and the query packet is dropped when the counter exceeds
a threshold k. If the localized search does not fetch a reply
packet from D within a certain period of time, then S starts a
global route discovery. S replaces the old routing table entry
for D by the newly discovered route.

Since pre-emption increases the frequency of local route
discoveries, the localized search in the hybrid protocol is ex-
pected to have a higher probability of success over that in
the purely on-demand protocol, as the probability of finding
a route in a restricted zone confined near the earlier route
decreases with time. This reduces the frequency of occu-
rances of global route discoveries. Hence, it may be possible
to minimize the routing overhead by a suitable choice of 7.
A little thought reveals that this will depend on a number of
factors such as the dependence of the probability of success
of the localized search on 7, the cost of an unsuccessful lo-
cal search (which depends on the routing load generated by
a flood), and the dynamics of the network. However, we like
to remind the reader that the main motivation of the proposed
hybrid protocol is to improve the quality of the routes used in
the network by reducing the average number of hops and the
total path length. We evaluate the effect on routing overhead
at the end of the paper. For the purpose of this work, we set
T = aL, for all nodes, where L,, is the estimated lifetime
of the route being used by S for transmitting data packets to
D, consisting of n hops, and « is a parameter.

4 PERFORMANCE EVALUATIONS

In this section we present results from computer simula-
tions for evaluating the viability of the proposed hybrid rout-
ing protocol. We first describe the simulation model that is
used in this work. The evaluation of the average lifetime
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of independent links and routes consisting of n independent
hops is presented next. Finally we present results demon-
strating the performance of the proposed hybrid routing pro-
tocol.

4.1 Simulation Model

The simulation model used in this paper is simplistic in
the sense that it simulates only the node movements and not
actual packet transmissions and network protocols as in the
case of an event—driven network simulator. We use a pro-
gram that simulates node movements according to a chosen
mobility model, and predicts the corresponding events based
on the appearance and breakage of links between the nodes
in the network. The program considers a pair of nodes to
have a link between them as long as they are within radio
range of each other. In reality, a wireless link can break even
when the receiver is within range of the transmitter, due to
multipath fading and shadowing effects, interference from
other users, or node failures. However, the model used in
this work assumes that the existance of a wireless link de-
pends only on the distance between the two nodes, which
technically determines the average received power at the re-
ceiver. We assume that a route discovery is performed when-
ever the route between two communicating nodes is broken.
In the absence of details such as packet transmission, radio
interference, successful reception, and processing of events
at the individual nodes, this translates to the assumption that
all packet transmissions are perfect and instantaneous as long
as the sending and receiving nodes are within range of each
other. We also assume that node movements are slow com-
pared to the rate of arrival of data packets, so that a route
discovery is triggered whenever one of the links in the exist-
ing route between the nodes is broken. Based on the network
topology at that time, a shortest path algorithm is applied to
determine the likely route obtained from a route discovery
for the given pair of nodes in the network. For simplicity, we
assume that the restricted search zone for a localized search
is large enough so that the shortest path between the source-
destination pair always lies in it. A source continues to use a
route until replaced by another one which is obtained from a
fresh route discovery. Under these assumptions, this simple
simulation model allows us to evaluate two parameters which
are the central objectives of our work: the average number of
hops and the total physical path length between two selected
communicating nodes in the network.

We consider a 1000 m x 1000 m square area in which
nodes move randomly and independent of one another. We
use a mobility model in which node movements are linear
during short intervals of ¢ seconds. After every ¢ second in-
terval, the direction of motion of the node is varied by a ran-
dom amount, which is uniformly distributed in [—6, 6], where
0 is a parameter. All nodes move with the same speed. This
is similar to the random waypoint model [2] with continuous
motion.

4.2 Link Lifetime Statistics

Using the above network and simulation model, we first
estimate the distribution of the lifetime of wireless links in
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Figure 2: Distribution of the lifetime of wireless links and 2-hop paths in an ad hoc network of 100 nodes. The solid lines
represent exponential functions of the form % exp(—t/A), with A = 26.71in (a), A = 12.7in (b), A = 11.2in(c), and A = 6.6

in (d).

the network. This was done by running the simulator for
5000 seconds and tracking the times for which all the peer-
to-peer links in the network were alive. The results for a 100
node network, with a radio range of 200 m at two different
node speeds, are shown in Figure 2. An update time interval
of t = 1 second and peak angular deviation of 8 = 45° were
used for all simulations. It is interesting to note that an expo-
nential curve of the form f(z) = %e_””/ A fits the data very
well, indicating that the link and route lifetimes may both be
approximated by exponential probability density functions
(pdfs). Moreover, the average lifetime of the 2-hop routes
estimated from Figure 2(b) and (d) are approximately half
of those of the corresponding pair-wise links in the network
(estimated from Figure 2(a) and (c), respectively). The av-
erage lifetime of a link in the network depends on the speed
of movement of the nodes, radio transmission range, and the
physical dimensions of the network area.

The above observations allow us to model the lifetime of
wireless links in an ad hoc network by independent and iden-
tically distributed (iid) exponential random variables. Noting
that a route consisting of n independent links will break when
any one of the n links break, the lifetime of the route can be
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represented by a random variable L,,, expressed as

anmin(Xl,XQ,---,Xn) (1)

where X;, ¢ = 1, 2,---, n, are iid exponential random vari-
ables, representing the lifetime of the 7*" link in a route.
Thus L, is also exponential, with E[L,] = L/n, where
L = E[X]] is the average lifetime of a wireless link. All of
these agree with our observations, as presented in Figure 2.
Note that these observations support the assumptions made
in [13] where the performance of multipath routing protocols
were analyzed.

We determine the average link lifetime L off-line, and
make it available to all the nodes in the network. A source
may therefore determine the timeout 7" by setting

T =aL/n 2)

where n is number of hops in the route that it has been using.
Note that these parameters may be specific for a given set of
mobility and network parameters such as node speed, radio
range, and network area.



4.3  Performance of the Hybrid Routing Protocol

We now present simulation results evaluating the perfor-
mance of the proposed routing protocol. In our simulations
we evaluate the performance of the hybrid routing protocol
with different values of a and compare it with the shortest
existing route between the source and the destination. Note
that with increasing values of «, there will be fewer pre-
emptive searches using the hybrid protocol. Consequently,
using a very large value of « is equivalent to using a purely
on-demand routing protocol which uses localized searches in
the first attempt to replace a broken route. We consider a
100-node network where all nodes are moving with the same
speed of 10 m/s with the parameter § = 45°. For each simu-
lation run of 2000 seconds, we select a random pair of source
and destination nodes and continuously monitor the shortest
path route between them and also the predicted route that
would be obtained by applying the hybrid routing protocol
for the prevalent network topology. For each set of parame-
ters, 20 separate runs were performed to derive the following
parameters: (i) the average ratio of the number of hops used
in the routes obtained by the hybrid protocol to that of the
shortest path route between the two nodes, (ii) the average
ratio of the total physical path length of the routes obtained
using the hybrid routing protocol to that of the shortest path
route between the two nodes. In addition to these averages,
the maximum values of these two ratios from the 20 simula-
tion runs were obtained. These are plotted in Figures 3 and
4. Results show that, on the average, a purely on-demand
routing protocol (large value of a) has about 10-15% higher
number of hops in comparison to the shortest path that exist
between the source and destination nodes. The hybrid pro-
tocol, on the other hand, can generate routes that are within
5% of the smallest number hops between the two nodes. We
note that the improvement is not very significant. Also, this
is obtained for values of o smaller than one, i.e. for cases
where a pre-emptive search is execeuted at intervals smaller
than the average predicted life of the used route. Quantita-
tively similar results are also observed on the average phys-
ical path length between two communicating nodes on the
shortest path and the routes used by the hybrid or purely on-
demand protocols (see Figure 4).

Even though the number of hops and the physical path
length of the routes in a purely on-demand routing protocol
are found to exceed the shortest path route by only 15%, it is
important to note that occasionally the difference may be as
high as 50-60%. However, as shown in Figures 3 and 4, the
same figures for the routes obtained using the hybrid routing
protocol rarely exceed 20% when o < 1.0. This indicates
that pre-emptive routing at a time approximately equal to the
lifetime of the route being used, may be highly beneficial for
keeping the worst case communication quality of the routes
within acceptable limits.

Finally, we evaluate the routing overhead of the hybrid
routing protocol. Since the employed simulation model can-
not evaluate routing loads, we use an analytical procedure to
estimate this for the proposed hybrid protocol as well as a
purely on-demand routing protocol. Our analysis, whose de-
tails are given in the Appendix, are based on the following
assumptions:
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Figure 4: Average physical length of the routes used in the
hybrid routing protocol in comparison to the shortest existing
route between two nodes in a mobile ad hoc network of 100
nodes.

1. Route lifetimes follow exponential pdfs as discussed in
the previous section, with an average lifetime A which
is known in advance. Since the average path lengths in
our simulations appeared to be in the range of 2 to 4
hops, we assume A = L/3, where L = 26.7 seconds is
the average lifetime of the wireless links in the network
with a node speed of 10 m/s and § = 45°.

2. For all routes, there is a threshold of time £ such that
a search that is localized within a maximum distance of
k nodes from all nodes in the route at any time t < 3,
will be able to find an alternate route between the same
source-destination pair with probability one. Such a lo-
cal route discovery made at a time ¢ > [ from when
a route was first discovered, will not be successful, re-
quiring an additional network-wide search for replacing
the route.

3. All localized route discoveries involve K number of



routing packets, where K = 2 x k x 3. This is a rea-
sonable figure for a network with uniformly distributed
nodes, having k& x n number of nodes within a distance
of k hops on each side of an n-hop route.

Note that a localized search performed pre-emptively
will always be successful, even though it might not return
the shortest path between the source and destination nodes
(which will happen if the restricted search zone does not in-
clude the shortest path). However, the localized search per-
formed using the purely on-demand protocol may be initiated
at a time when the restricted search zone may not contain any
routes between the source-destination pair. The parameter 3
represents the time after which the localized search will fail,
and will depend principally on the network dynamics and the
parameter k. For our analysis, we only consider the case
where T' < (3, as otherwise there will be route breakages
before the timeout for a pre-emptive localized search, which
may not be successful. With these, the ratio R of the number
of routing packets transmitted per unit time in the proposed
hybrid routing protocol to that in a purely on-demand pro-
tocol that also uses the localized search to replace a broken
route, is given by:

R— 1
AT+ Re-8/2)

3

where T = al is the time at which the hybrid protocol
makes the pre-emptive local search for a better route if the
existing one is still alive. Figure 5 shows how R varies with
a for the set of parameters described above and T' < . It
is observed that the number of routing packets for the hybrid
routing protocol at & = 0.5 is about 30% greater than the
case where pre-emptive routing is not used. For a > 0.8, the
number of routing packets in the hybrid protocol is actually
smaller than that expected using the purely on-demand proto-
col. This is due to the fact that for ' < 3, a local search is al-
ways successful, and the routing overhead of the hybrid pro-
tocol is K packets for every search. However, when routes
are broken at a time ¢ > 3 in the corresponding on-demand
protocol, the routing overhead is (K + N) packets, where N
is the total number of nodes in the network. Considering the
advantages in terms of the route length and quality, we con-
clude that using the hybrid routing protocol with 7' < 3 and
values of « in the range 0.8 to 1.0 will be more efficient than
an on-demand protocol.

5 CONCLUSIONS

We propose a hybrid routing protocol that uses a pre-
emptive local search for an alternate route when a route has
been in use for a pre-determined amount of time. The moti-
vation for doing this is to disallow usage of routes for a very
long time, even if they are alive, for the purpose of replac-
ing them by better routes. We use computer simulations to
show that the proposed hybrid scheme can reduce the average
length of the routes used in an on-demand routing protocol,
both in terms of the number of hops as well as the physical
length of the path. This will reduce the average end-to-end
delay in packet transmission.

We also present results indicating that the lifetime of wir-
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Routing packets in hybrid vs. on-demand
N

alpha

Figure 5: Ratio of the number of routing packets transmitted
in the hybrid routing protocol over that in the correspons-
ding purely on-demand routing protocol. These results are
obtained withn = 3, k =2, and § = 4.

less links in a mobile ad hoc network with uniform but ran-
dom node movements may be represented by an exponential
random variable. This is particularly useful for mathematical
modeling and analysis.

APPENDIX
Estimation of the Routing Overhead

Consider that a source is transmitting data packets to a
destination node over a route which has n hops. We represent
the lifetime of the route by an exponential random variable
L,, whose pdf is given by

1
an (t) = _e_t/)\7

3 t>0 4)

where A = L/n is the average lifetime of the route, i.e. time
from its discovery until it breaks.

We assume that the timeout for initiating a pre-emptive
search in the hybrid protocol, T, is less than 5. Thus, for
every route discovery, the total number of routing packets
transmitted in this protocol is K. The interval between two
successive route discoveries using the hyrbid protocol can be
described by a random variable X, where

L
- {

The average interval between successive route discoveries
using the hybrid protocol is:

L, <T
WL, ST ®)

E[X]

T o0
‘/tﬁgﬂﬁ+/‘TﬁJﬂﬁ ©)
0 T
= Ml- e_T/)‘)

Therefore, the average number of routing packets transmitted



per unit time using the hybrid routing protocol is given by

K

Nhybria = m (N

The purely on-demand protocol also generates K routing
packets while using the localized search, i.e. when L, <
B. However, if this search is not successful, which happens
when when L, > f, an additional N routing packets are
generated due to a global search. Hence, for this case, the
number of routing packets generated when the existing route
is broken, is a random variable Y, that can be described by

Y= { K if L, <8

ifL, > B ®)

K+ N

Hence, the average number of routing packets generated us-
ing the on-demand protocol whenever a route is broken is
given by
E[Y] = KP[L, < B]+ (K + N)P[Lyn > f]
= K+ Ne P/

(C))

Therefore, the average number of routing packets transmitted
per unit time using the on-demand protocol is obtained as

K + Ne P/>

;\ 10)

Non—demand =

Using equations 7 and 10, we get the expression given in
equation 3.
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