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The Triangle Conjecture implies a nonlinear lower bound on the computation of cyclic shifts bysemilinear circuits [7]. Proving nontrivial lower bounds on cyclic shifts is an important task, sincethis class of functions can be reduced to the multiplication function. Another notion to which it isrelated is that of matrix rigidity, a concept introduced by Valiant [12]. The rigidity of a matrix Mis the function RM (r), which for a given r gives the minimum number of entries of M which onehas to change in order to reduce its rank to r or less. Valiant proved the following result.Theorem 1 ([12]) If for some " > 0, the n � n matrix Mn has rigidity RMn("n) � n1+", thenthe transformation x!Mnx cannot be computed by linear size and logarithmic depth circuits withgates computing linear functions over a given �eld.Although both a random matrix and a matrix whose entries are di�erent indeterminates have rigid-ity even larger than required by Theorem 1 (close to n2), very little is known about explicit matrices.The best known lower bounds on the rigidity of explicit matrices are of the form 
(n2r log nr ) [3],which gives only linear lower bounds on RM ("n). It seems that Hadamard matrices have largerigidity over the real �eld, but the best bound is so far only 
(n2=r2), due to Alon (unpublished).Another relation of this type was found by Razborov [8]. He proved that some weaker bounds onrigidity would imply that a f0; 1g matrix de�nes a function which is not in the communicationcomplexity version of the polynomial hierarchy. The existing lower bounds on the rigidity are,however, insu�cient even for that.As an intermediate step, Smolensky (and independently one of the authors) proposed to provea large lower bound on the rigidity of a Toeplitz matrix with indeterminates. He suggested tomake the problem of proving a lower bound easier by allowing the changed values to be just linearfunctions of the indeterminates. The proof in [7] can be easily adapted to show that the 'triangleconjecture' implies a lower bound of the type needed in Theorem 1 for a Toeplitz matrix withindeterminates. (This is true even if one allows the changes to be polynomials.)In this paper we come up with an explicit matrix which has the rigidity required by Theorem 1,just assuming a slightly stronger conjecture (Section 2). In the current situation where we lack anymethods for proving large lower bounds on rigidity, this gives a concrete program for proving suchbounds, provided that the Triangle Conjecture is true. Even if the conjecture fails, this matrix maybe a good candidate for large rigidity.We also show a construction of circulant matrices which gives nonlinear bounds on the rigidityRM ("n), for every �xed " > 0 assuming only the Triangle Conjecture (Section 3). Such a bound issu�cient for proving a nonlinear lower bound on the size of series-parallel circuits computing thetransformation M .In the following sections we present some supporting evidence for and results on the conjecture.We have tested the conjecture for some small symmetric matrices, in the case of rank over GF [2].For the sizes n � 32 we have veri�ed that every symmetric matrix with ones on the main diagonaland rank � n=4+1 contains a triangle. There is a unique, up to isomorphisms, family of symmetricmatrices of rank n=4 + 2 with ones on the main diagonal and without triangles. Such matrices doexist for every n, but we cannot prove that they are extremal. They will be described in Section 5.We shall also show a decomposition for symmetric matrices over GF [2] with at least one 1 on themain diagonal, which simpli�es either the search for counterexamples or a possible proof (Section2



4). Namely, every such matrix A can be represented as UU>. This representation allows us toinvestigate the conjecture for GF [2] in a purely combinatorial way, since we can treat the rows of thematrix U as a set system. Since in the Triangle Conjecture we assumed that all the diagonal entriesare nonzero, we have that all sets have odd cardinalities. A triangle corresponds to three sets, everytwo of which intersecting in odd sets. In Section 6 we prove a theorem on set systems which impliesthe conjecture for the special case where the number of ones in each row of U is bounded by aconstant. This theorem is a version of the famous Erd�os-Rado theorem on sunowers (also calleddelta systems). Accidentally, this type of a theorem has been used at least twice to prove a lowerbound on the size of circuits [9, 4]. Especially the last one is very much related to our new result,though the application is completely di�erent.We also show a more general result that applies to matrices that admit, over GF [2], the factorizationUV , where the number of ones in each row of U and each column of V is bounded by a constant.In the case of the �eld of reals it seems that the triangle conjecture holds with " = 1=2. Ourexperimental evidence is supported by a result of Rosenfeld [11]. He proved that a symmetricpositive de�nite n � n matrix of rank � n=2 with ones on the main diagonal contains a [2; 2]con�guration. His proof uses properties of the eigenvalues of the matrix, which do not hold inthe non de�nite case. However he pointed out that our conjecture can be reduced to a strongerconjecture on symmetric matrices. Namely, consider the following conjecture, for some �xed �eldF and " > 0.We use the term principal submatrix to denote a submatrix which shares the main diagonal with agiven matrix.Conjecture 2 Every symmetric n� n matrix of rank � "n contains a 6 � 6 principal submatrixof nonzero elements.Conjecture 2 implies the Triangle Conjecture for �elds of characteristic di�erent from 2, as followsfrom the argument below. Take a matrix M with rank � "2n (" from Conjecture 2), and letA =M +M>. By Conjecture 2, A contains a 6� 6 principal submatrix of nonzero elements. Thissubmatrix corresponds to a complete graph on 6 elements. Color the edges of this graph blue, ifthe corresponding entry in the right upper half of M is nonzero, and red otherwise. Since 6 is theRamsey number R(3; 3), we must have either a blue or a red triangle, i.e., a [2; 2] con�gurationeither in the right upper half or in the left lower part.This conjecture seems to be less likely to be true than the previous one. Alon and Szegedy [1]proved that if we replace 6 by a su�ciently large constant, the statement is false. Namely, for every� > 0 there exists k such that there are matrices with ones on the main diagonal and rank � n�with no k � k principal submatrices of nonzero elements. The minimal k for which one can getsublinear rank from their proof is still rather large, but there is no a priori reason for that.In general there is only an 
(pn log n) lower bound on the rank of f0; 1g matrices with ones on themain diagonal and without triangles. This bound easily follows from the well-known bound on theRamsey number R(3; k) = O(k2= log k). Namely, let an n� n matrix M be given and n � R(3; k).Color the edges of the complete graph on n vertices as above, but now using the given matrixM . If M does not contain a [2; 2] con�guration in the right upper part, the complete graph doesnot contain a blue triangle. Hence there must be a red complete subgraph on k elements. Thiscorresponds to a k � k principal submatrix with zeros above the main diagonal, which has rank k.3



Although our results do not improve on any current lower bound on circuit complexity, we nev-ertheless think that we made a visible progress in that area. Fundamental problems in circuitcomplexity cannot be solved by gradually increasing lower bounds. We need to make progress inassociated combinatorial and algebraic problems, and this paper is a step in this direction.2 A possibly rigid matrixCall [2; 3] con�guration a 2 � 3 submatrix consisting of nonzero elements and having at least oneentry on the main diagonal. A [3; 2] con�guration is de�ned in a similar manner. Note that unlikethe case of [2; 2], we allow two entries to be on the main diagonal; this is to make the followingconjecture weaker.Conjecture 3 For every �eld F there exists " > 0 such that every n�n matrix M with rank(M) �"n contains either a [2; 3] or a [3; 2] con�guration.In Lemma 2 below, we prove some properties of an explicit family of circulant matrices. We willthen use these properties to show that, assuming Conjecture 3, these matrices have high rigidity(see Theorem 3).Lemma 2 For each n > 2 there exists at least one f0; 1g circulant matrix Cn such that1. Cn contains at least n1+1=5 nonzero entries;2. Cn does not contain a 2� 2 submatrix of nonzero entries, i.e., every two rows and every twocolumns share at most one nonzero coordinate;3. for every pair i; j of indices of a zero entry of Cn, there exist at most two 2 � 2 submatricescontaining this entry and with the other entries di�erent from zero.Proof. For a given n, we consider a subset An = fa1; a2; : : : ; akg of f0; : : : ; n� 1g such that (a) allthe two-term sums S(2) = fai + aj : 1 � i � j � kg are distinct mod n, and (b) all the three-termsums S(3) = fah + ai + aj : 1 � h � i � j � kg are distinct mod n. It is easy to see that one canuse a \greedy" algorithm to construct a set An satisfying (a) and (b), and such that ak � k5, fromwhich jAnj � n 15 .Let now Cn be the n�n f0; 1g circulant matrix whose �rst row is given by the characteristic vector ofthe set An. We shall index the rows and the columns by numbers 0; : : : ; n�1. For i 2 f0; : : : ; n�1g,we shall call the i�th diagonal the set of entries with indices (0; i); (1; i+1); : : : ; (n�1; i+n�1(�n )).1. The circulant matrix Cn has at least jAnj � n1=5 nonzero diagonals and thus at least n1+1=5nonzero elements.2. Let us assume that the matrix Cn contains a rectangle, and denote by a, b, c, and d thenumbers of the diagonals corresponding to the corners of the rectangle, with a and b on the4



�rst row and c and d on the second row of the 2 � 2 submatrix. It is easy to see that, sinceCn is circulant, we must have b� a�n d� c : (1)Hence c + b�n a + d, which is in contradiction with property (a) if the two sets fc; bg andfa; dg do not coincide. Since two entries of the matrix cannot simultaneously lie on the samediagonal and on the same row or column, we have c 6= a and c 6= d, from which the thesisfollows.3. Let us assume that the matrix Cn contains a zero entry which completes a 2 � 2 submatrixand, as above, let us denote by a, b, c and d the numbers of the diagonals on which thecorners lie. Since the matrix is circulant, we can assume without loss of generality thatthe zero entry is on its �rst row. We further assume that the zero entry belongs to thediagonal a. The other case (zero entry on diagonal b) is similar. The other possible rectangles(a0; b0; c0; d0) and (a00; b00; c00; d00) containing the selected zero will have it in either the leftor the right upper corner. Let us consider the �rst case, i.e., a0 = a. By (1), we haveb+ c� d�n a = a0�n b0 + c0 � d0, and thusb+ c+ d0�n b0 + c0 + d : (2)Since Cn satis�es (b), the two sets fb; c; d0g and fb0; c0; dg must be equal.Since d0 cannot lie on the same diagonal as b0 or c0, we have that d0 6= b0 and d0 6= c0. Thus ithas to be d0 = d. Since the two 2� 2 submatrices are distinct, then the equalities b0 = b andc0 = c are ruled out, and thus the only way to satisfy (b) and (2) is given bya0 = a; b0 = c; c0 = b; d0 = d : (3)In the other case, starting from a = b00, we obtain b+ c�d�n a = b00�n a00+d00� c00 and thusb+ c+ c00�n a00 + d00 + d. Proceeding as above, we obtain the set of equalitiesa00 = c; b00 = a; c00 = d; d00 = b : (4)The two rectangles determined by (3) and (4) are incompatible, since by construction c =a00 � a < b � b0 = c. Hence at most two 2 � 2 submatrices, i.e., (a; b; c; d) and one among(a0; b0; c0; d0) and (a00; b00; c00; d00), can contain the zero entry on diagonal a. 2The results shown in Lemma 2 are the key ingredients in the proof of the following Theorem.Theorem 3 Assuming Conjecture 3, for every �eld F there exists an " > 0 such thatRCn("n) � n1+1=20:Hence the linear transformation determined by Cn cannot be computed by a linear size logarithmicdepth circuit. 5



Proof. First observe that Conjecture 3 implies that for a su�ciently small constant " > 0 everymatrix with ones on the main diagonal and rank less than "n contains a linear number of [2; 3]or [3; 2] con�gurations. Namely, if " is su�ciently small, we can �nd either a [2; 3] or a [3; 2]con�guration, omit rows and columns containing this con�guration, and repeat the process, untilthe ratio between rank and matrix size becomes too small.Fix an " which is four times smaller. Suppose the rank of Cn has been reduced to "n by m changes,and let d = m=n. Omit rows and columns which contain more than 4d changes. Thus we get asubmatrix, say C 0, of size at least 34n� 34n, which contains at least 1=2 of each diagonal of ones ofCn. We consider two cases.Case 1: more than half the elements of C 0 are changed to 0 on more than half the diagonals of onesof Cn. Then m, the number of changes, is at least 14n1+1=5.Case 2: at least half the elements of C 0 remain 1 on at least half the diagonals of Cn. For eachof these diagonals, take the square submatrix of C 0 determined by the intersection of the diagonalwith C 0 and apply the conjecture. There must be 
(n) [2; 3] or [3; 2] con�gurations for each of thesediagonals. As one con�guration can be shared by at most 6 diagonals (using the properties of Cn,we can actually show that by at most 4) there must be altogether 
(n1+1=5) such con�gurationscontained in C 0. We shall show that the number of the con�gurations can be bounded from aboveby O(nd4), whence m = 
(n1+1=20), which will complete the proof.We shall consider several cases according to which elements of the [2; 3] con�guration are originalfrom Cn and which are new, introduced by the changes. The bound on [3; 2] con�gurations followsby symmetry.1. Suppose there is a 2 � 2 submatrix of the [2; 3] con�guration which has three old and one newelements. Then it is uniquely determined by the new element, by the second property of Cn. Hencethere are at most m possible ways to choose such a submatrix. By the �rst property, there can beat most one old element among the remaining two of the [2; 3] con�guration. The new element ison one of the rows already determined, so there are at most 8d � 1 ways of choosing it. Thus weget the bound (8d � 1)m � 8d2m on such [2; 3] con�gurations.2. Consider [2; 3] con�gurations which do not fall under the �rst case and which contain a 2 � 2submatrix with a row of old elements and the other row of new elements or a column of oldelements and the other column of new elements. By the �rst property of Cn, such a submatrix isdetermined by one of the new elements (m possibilities) and the other new one (4d possibilities,as the row or column is already determined). At least one of the remaining two from the [2; 3]con�guration is new, either by the �rst property of Cn or because the [2; 3] con�guration does notcontain a submatrix which has three old and one new elements. There are at most 4d choices forthat element, which gives the bound 16d3n.3. Consider [2; 3] con�gurations which do not fall under any of the above two cases. Then each rowand each column of it contains at most one old element. Thus it contains a 2 � 2 submatrix withat least three new elements. It is determined by choosing one of them (m possibilities) and thentwo others (each � 4d� 1 possibilities). Again, among the last two there must be at least one new(� 4d� 1 possibilities). Altogether it gives O(dm) = O(d4n). 2
6



3 Another ConstructionWe describe an explicit construction of circulant matrices which have rigidity of the order ofn(logn)1=3, provided that the Triangle Conjecture is true. For technical reasons, in this section wenumber rows and columns of the matrices starting from 0, rather than 1. We construct a circulantmatrix C 0n whose �rst row has nonzero entries in columns 1; b; b2; : : : ; bk, where the choices of b andk are described below.Lemma 4 Let n = 22m � 1, and de�ne a = 22m�1 + 2m�1, and b = a+ 1. The following relationshold over Zn for 1 � h � m:a2 �n a (5)bh �n 22m�1 � 2m�1 + 2h�1 + 2h+m�1: (6)Proof. From 22m�n 1, we easily obtain (5), sincea2 = 24m�2 + 2 � 22m�12m�1 + 22m�2�n 2 � 22m�2 + 2m�1�n a :Hence we also have that ah�n a, for h > 0. Relation (6) is obtained as followsbh = (a+ 1)h = 1 + hXi=1 hi!ai = (2h � 1)a+ 1�n 2h�1 + 2h+m�1 � 22m�1 � 2m�1 + 1�n 22m�1 � 2m�1 + 2h�1 + 2h+m�1 :where we used (5) and 22m�n 1 to simplify the expressions. 2Corollary 5 The set f1; b; b2; : : : ; bm�1g, with the elements taken modulo n, has size m and it isa subgroup of the multiplicative group Z�n.Proof. The size is immediate from (6). To see that it is a subgroup, just check that bm �n 1. 2Let us consider, for an integer � invertible over Zn, a matrix C 00n de�ned byc00i;j = c0�i;�j ; (7)where indices run from zero and are computed over Zn.It is easy to see that the e�ect of (7) is to permute the diagonals in such a way that C 00n is stillcirculant. In particular, if � = b�j , with 1 � j � k, the elements of the diagonal correspondingto bj are moved to diagonal 1, and, since f1; b; b2; : : : ; bkg and fb�j ; b�j+1; : : : ; bk�jg coincide (byCorollary 5), we have C 00n = C 0n.We summarize relevant properties of C 0n in the following observations.Observation 1 Let n = 22m�1. There are m� 1 permutation matrices Qk such that the automor-phism QkC 0nQTk = C 00n = C 0n corresponds to the transformation (7). In particular the permutationmatrix Qh, de�ned as qij = 1 i� j = b�hi and 0 elsewhere, takes the elements of diagonal bh ontodiagonal 1. 7



Observation 2 Let M be the matrix obtained from C 0n by deleting its �rst column and last row.M has a principal submatrix of order n4 which is an identity matrix, since it is easy to verify, from(6), that n=2 < bj (mod n) < 3n=4, for 1 � j � k.The above two observations can be used to prove the following Theorem.Theorem 6 Assuming the Triangle Conjecture, for every �eld F there exists an " > 0 such thatRC0n("n) = 
(n(log n)1=3):Proof. By Observation 2, we have that the submatrix M (associated to the �rst diagonal of C 0n)contains an n4 � n4 identity matrix.Let us assume that the Triangle conjecture is true. Then, in order to decrease the rank of M below"n, for a suitable constant ", we must introduce a linear number of triangles or change a linearnumber of the diagonal entries to 0 (as in the proof of Theorem 3 for [2; 3] con�gurations). ByObservation 2, we actually a have linear number of triangles which do not contain entries fromother diagonals of C 0n.By Observation 1, we can rearrange C 0n by means of permutations so that the elements of eachdiagonal can in turn be moved to the �rst diagonal. This implies that we can repeat the previousargument for all them�1 diagonals of C 0n. Thus either more than half of the elements on more thanhalf of the diagonals are changed to 0, in which case we are done, as this gives 
(nm) = 
(n logn)changes, or there are 
(nm) triangles. To get a lower bound on the number of changes in the lattercase, we shall use similar counting as in the proof of Theorem 3. Let d be the average numberof changes in a row. As in that proof we may assume that each row and each column containsat most 4d changes. Each triangle is determined by choosing a row (n choices), two elements inthe row (� �4d2 � choices) and an element in one of the two columns (� 8d choices). Thus we getnd3 = 
(nm), whence the number of changes must be 
(n(logn)1=3): 24 A construction over GF [2] for symmetric matricesWe show a decomposition for symmetric matrices in the �eld GF [2] which is useful for studyingour conjecture for such matrices and �eld. For an n � n symmetric matrix A of rank r, with atleast one 1 on the main diagonal, we show how to construct the factorization A = UUT , where Uis an n� r matrix. Note that the diagonal of UUT contains all ones if and only if each row of Ucontains an odd number of ones. Moreover A is triangle-free if and only if for every submatrix Vof U , of size 3� r, we have V V T 6= J3, where J3 is the 3�3 matrix whose entries are all equal to 1.Lemma 7 Given an n�n symmetric matrix A whose rank over GF [2] is r, there exists an invertiblen� n matrix S such that SAS> = B =  P 00> 0 ! ; (8)where P is an r � r symmetric permutation matrix.8



Proof. Let us denote with Eij an n� n matrix whose only nonzero element is ei;j = 1, and let usde�ne the matrices Mij = I +Eij for i 6= j. We now considerA0 =MijAM>ij = A+EijA+AEji +EijAEji ;i.e., A0 is obtained from A adding the j-th row to the i-th row, and the j-th column to the i-thcolumn. In particular a0i;i is equal to ai;i + aj;j + ai;j + aj;i = ai;i + aj;j. Note that matrices Mijare invertible and idempotent. We will show a procedure that constructs a matrix S that satis�es(8). S will be obtained as a product of matrices which are either of the Mij type or permutationmatrices.In the following we describe the k-th step of the algorithm. It starts assuming that each of the rowsand columns indexed by 1; :::; k � 1 contains exactly one 1 and that if ai;j = 1 for j < k, then ai;jand aj;i are the only nonzero entries of i-th row and column. In other words, we assume that the�rst k rows and columns of A have a structure 'compatible' with the construction of a permutationmatrix. The algorithm starts with k = 1, so that these conditions are trivially satis�ed, and wealso let S = In.Let us consider the k-th row and column of A. If they do not contain nonzero entries, then weapply a symmetric permutation � to A in such a way that A  �A�> has ones in the k-th rowand column, and we let S  �S. If no such permutation exists, then all the rows and columnsfrom the k-th onward are null, and we are done. After the possible application of � we have twocases:� ak;k = 1. For each other ak;j = 1, j > k, we let A MjkAMTjk and S  MjkS. The e�ect ofthis operation is to annihilate all the ak;j (and aj;k) for j > k. Rows and columns h < k arenot modi�ed and ak;k is the only nonzero left on row and column k. This is compatible withthe conditions needed to proceed in the next step.� ak;k = 0. If there is an index h > k such that ah;h = 1, then we apply a symmetric permutation� to A that exchanges rows (and columns) h and k, we let S  �S, and we apply the caseak;k = 1 above. Otherwise let h be the smallest index such that ak;h = 1. Then for eachother ak;j = 1, j > h, we let A  MjhAMTjh and S  MjhS. The e�ect of this operation isto annihilate all the ak;j (and aj;k) for j > h, while rows and columns with indices less thanh are not a�ected. (In fact, by hypothesis, there can not be nonzeros in the entries ai;j fori < k, because otherwise we should have ak;j = 0). The only nonzero entry of row k is thusak;h. Then we apply the same procedure to row and column h. At the end, ak;h is the onlynonzero of row k and column h. The same holds for ah;k, so that we can proceed with thenext step.It is clear that the above algorithm ends in at most n steps, and reduces the original matrix A toa matrix B that satis�es (8). In particular, since the matrix S constructed during the algorithmis nonsingular, then B and A have the same rank r. Thus P has size r, and hence the algorithmabove stops after at most r steps. 2Lemma 8 Given an n� n symmetric permutation matrix P , there exists an n� n matrix U suchthat P = UU> over GF [2], if and only if P has at least one nonzero entry on the main diagonal.9



Proof. Let us assume �rst that P has at least one nonzero entry on the main diagonal. Let�1; �2; : : : ; �2k be the indices i such that pi;i = 0. These indices are ordered so that p�2j�1;�2j = 1for j = 1; : : : ; k. If k = 0 then P = I and U = I and we are done. Otherwise let �1; �2; : : : ; �n�2kbe the indices i such that pi;i = 1. By hypothesis we have n� 2k � 1. The rows of U , denoted byU1; : : : ; Un, can be described as follows:U�2j�1 = [12j�1 10 0n�2j�1] for j = 1; : : : ; kU�2j = [12j�1 01 0n�2j�1] for j = 1; : : : ; kU�1 = [12k+1 0n�2k�1]U�j = [02k+j�1 1 0n�2k�j ] for j = 2; : : : ; n� 2k ;where 1h (resp. 0h) denotes a string of h ones (resp. zeros). Is is easy to see that UU> = P . Infact we have� U�2j�1U>�2j = 2j � 1 �2 1, for j = 1; : : : ; k.� U�2j�1U>�2h�1 = U�2jU>�2h = min(2j; 2h) �2 0, for j; h = 1; : : : ; k.� U�2j�1U>�2h = min(2j; 2h) �2 0, for j; h = 1; : : : ; k, and j 6= h.� U�2j�1U>�1 = U�2jU>�1 = 2j �2 0, for j = 1; : : : ; k.� U�2j�1U>�h = U�2jU>�h = 0, for j = 1; : : : ; k and k = 2; : : : ; n� 2k.� U�1U>�1 = 2k + 1 �2 1.� U�jU>�j = 1, for j = 2; : : : ; n� 2k.� U�jU>�h = 0, for j; h = 1; : : : ; n� 2k and j 6= h.On the other hand, let us assume that P has only zeros on the main diagonal. Then, in order tohave P = UU>, each row of matrix U should have an even number of nonzeros. Hence the sum ofthe rows of U is null over GF [2] and so U would not have full rank. This leads to a contradictionsince P is a permutation matrix and has full rank. 2Theorem 9 Given an n � n symmetric matrix A whose rank over GF [2] is r, and with at leastone nonzero entry on the main diagonal, there exists an n� r matrix U such that A = UU>.Proof. By Lemma 7 there exists an n � n matrix S such that SAS> = B, where B containsan r � r symmetric permutation matrix P . If A has at least a 1 on the main diagonal, then, byconstruction, also P has at least a 1 on the main diagonal. Indeed the algorithm described in theproof of Lemma 7, reduces A to B by means of symmetrical multiplication by either permutationor Mij matrices. Symmetric permutation does not change the overall number of nonzero entries onthe main diagonal, while the product by Mij matrices produces the e�ect ai;i  ai;i+ aj;j. Thus ifat least one of ai;i and aj;j is di�erent from zero, then the same will hold after the multiplicationby Mij matrices.Since S is invertible we can write A = S�1BS�T and then A = V PV T , where V is the principaln� r submatrix of S�1. Since P has at least a nonzero diagonal element we can apply Lemma 8and claim that there exists an r�r matrixW such that P =WW T . Thus we obtain A = V PV T =VWW TV T = (VW )(V W )T , where U = VW is an n� r matrix. 210



5 A family of graphs with extremal propertiesLet Ik, Jk, and Pk denote the identity matrix, the matrix with all the entries equal to 1, andthe matrix with the (i; k � i)-th entries equal to 1, respectively, all of size k. Let us consider thefollowing n� n matrix, for n = 4k, written in block form.An = In +Bn = 0BBB@ Ik Ik Ik Jk � PkIk Ik Jk � Ik PkIk Jk � Ik Ik PkJk � Pk Pk Pk Ik 1CCCAThis is a family of symmetric matrices with the following properties:� An is triangle-free. This property can be easily veri�ed computing the trace of B3n. We haveB2n = 0BBB@ (k � 2)Jk + 3Ik 2(Jk � Ik) 2(Jk � Ik) 2Pk2(Jk � Ik) (k � 2)Jk + 3Ik Jk � Ik 2(Jk � Pk)2(Jk � Ik) Jk � Ik (k � 2)Jk + 3Ik 2(Jk � Pk)2Pk 2(Jk � Pk) 2(Jk � Pk) (k � 2)Jk + 3Ik 1CCCA ;from which we readily see that Tr(B3n) = 4Tr(6Jk � 6Ik) = 0.� Rank2(A) = r = n=4 + 2. Indeed the matrices An can be obtained as An = UUT , where UTis the following r � n matrix.0BBBBBBBB@ 1 0 � � � 0 0 1 � � � 1 0 1 � � � 1 1 � � � 1 01 0 � � � 0 1 0 � � � 0 0 1 � � � 1 0 � � � 0 11 0 � � � 0 0 1 � � � 1 1 0 � � � 0 0 � � � 0 10 0 0 1... Ir�3 ... Ir�3 ... Ir�3 Jr�3 � Pr�3 ...0 0 0 1
1CCCCCCCCA : (9)

� An is regular of degree r.� Bn has independent sets of size k = r � 2.� RankR(An) = n, and An has exactly 5 distinct integer eigenvalues. More precisely An hasthe following eigensystem.{ �1 = r with multiplicity 1 and eigenvector (1; � � � ; 1)T .{ �2 = r � 4 with multiplicity 1 and eigenvector( kz }| {�1; � � � ;�1; kz }| {1; � � � ; 1; kz }| {1; � � � ; 1; kz }| {�1; � � � ;�1 )T :
11



{ �3 = 4� r with multiplicity 2 and eigenvectors( kz }| {�1; � � � ;�1; kz }| {0; � � � ; 0; kz }| {0; � � � ; 0; kz }| {1; � � � ; 1 )Tand ( kz }| {�1; � � � ;�1; kz }| {1; � � � ; 1; kz }| {�1; � � � ;�1; kz }| {1; � � � ; 1 )T :{ �4 = �2 with multiplicity k � 1 and eigenvectors0B@ 1 �1 �1 1... �Pk�1 ... Pk�1 ... Pk�1 �Ik�1 ...1 �1 �1 1 1CAT :{ �5 = 2 with multiplicity n� r � 1 = 3(k � 1) and eigenvectors0BBBBBBBBBBBBBBBBB@
1 �1�Ik�1 ... 0 0 ... Pk�11 �1�1 �1... Pk�1 0 ... Pk�1 0�1 �1�1 �1... Pk�1 ... Pk�1 0 0�1 �1

1CCCCCCCCCCCCCCCCCA
T
:

The veri�cation of the above properties can now be done by direct inspection.6 A sunower theorem related to the conjectureThe decomposition of a symmetric matrix A over GF2 given in Theorem 9 can be interpreted asrepresenting A as an intersection matrix as follows. The rows and columns are indexed by sets ofsome family of subsets of f1; : : : ; rg, where r is the rank of A. The (i; j)-th entry of A is 1 i� theintersection of the index sets corresponding to row i and column j is odd. The rows of U are thecharacteristic vectors of the sets. We shall call set systems also hypergraphs. If all sets have size k,then we speak of k-hypergraphs.Let us state our conjecture for symmetric matrices over GF2 in terms of set systems. The entrieson the main diagonal are all equal to one, and this implies that the sizes of the sets must be odd.A triangle corresponds to a triple of sets in the family such that every two intersect in an odd set.Thus the conjecture can be rephrased as: there exists a constant K such that for any family ofodd subsets of f1; : : : ; rg of size � Kr there exists a triple of sets in the family such that every twointersect in an odd set.One of the special properties of the matrices considered in the previous section is that the sets inthis representation have only four sizes, i.e., 1; 3; r� 3; r� 1. This raises the question of whether it12



is possible to prove the conjecture under such restriction on sizes of the representing sets. Noticethat it is actually su�cient to prove it only for size equal to 3. We prove below a more generalresult which implies that the conjecture holds for any constant size (Theorem 10).De�nition 1 A sunower with l petals and core Y is a family of sets X1; : : : ;Xl such that Xi\Xj =Y for every i 6= j.Note that the assumption that X1; : : : ;Xl form a sunower with an odd core is stronger than theassumption that every two sets intersect in an odd set. A classical result of Erd�os and Rad�o [2]states that for a given k and l, every su�ciently large k-hypergraph contain a sunower with lpetals. It has been observed in [4] that a k-hypergraph, k odd, on an n element set of verticeswith at least n(k�1)=2l(k+1)=2 1�3���k2�4���(k�1) edges contains a sunower with l petals and with an evencore. A k-hypergraph can be easily constructed which shows that this bound cannot be essentiallyimproved. Our result shows that there is a big di�erence between the cases with even and oddcores, i.e., for the latter a linear number of edges su�ces to guarantee the presence of a sunower.Theorem 10 For every positive integers k; l, with k odd and l � 3, there exists an integer K suchthat for every n � 1 and every k-hypergraph H on n vertices with at least Kn edges, there exists asunower in H with l petals and an odd core.Proof. Let H be a k-hypergraph on V , jV j = n, i.e., H is a set of k element subsets of V . Weshall suppose that H does not contain a sunower with l petals and an odd core and bound thenumber of edges by a linear function of n.Claim. Let d be a constant depending only on k and l. There exists a directed graph G on V withthe following properties:1. G has no self-loops;2. the outdegree of G is bounded by d;3. for every h 2 H and v 2 h, there exists u 2 h such that the edge v ! u is in G.Proof: Take d = (l � 1)(k � 1). For each v 2 V , we de�ne outgoing edges as follows. LetHv = fh � fvg; h 2 H; v 2 hg, so that Hv is a (k � 1)-hypergraph on V � fvg. As H does notcontain a sunower with l petals and a one-element core, Hv cannot contain more than l�1 disjointedges. Thus there exists a set of size at most d such that every edge of Hv intersects the set. Weput in G an arc v ! u for every element u of this set. The three conditions are clearly satis�ed.We shall prove the theorem by induction on k, where k ranges over the odd numbers. For k = 1 thestatement is trivial, as there are only n one element sets. So suppose k � 3. Fix a graph G with theproperties stated in the above claim. Consider the induced graph on h 2 H. It contains at leastone terminal component, which is a transitive subset (i.e., each point is reachable from another oneby an oriented path) and no point outside is reachable from the set. Such a set has at least twoelements, since there are no self-loops in G. We shall choose one such terminal component for eachedge and call it the nucleus of the edge. 13



We now de�ne another auxiliary graph F . It is a symmetric graph with vertex set U consisting ofall transitive subsets in G of size at most k, including one-element sets. Two vertices are connectedby an edge, if they are di�erent and have nonempty intersection.Claim. The maximal degree of F can be bounded by a constant d0 depending only on k and l.Proof: Clearly, each v 2 V is contained in at most 21+d+:::+dk transitive components of size � k.Thus we can bound the degree of F by k21+d+:::+dk .Now we construct a hypergraph J on U . For each edge e 2 H we put an edge e0 in J consistingof the nucleus of e and one element sets fvg for each v 2 e which is not in the nucleus. Note thatthere is a one-to-one correspondence between the edges of H and J .Claim. There exists " > 0, depending only on k and l such that one can choose J 0 � J such thatjJ 0j � "jJ j and S J 0 is an independent set of F .Proof: For each edge of F , choose at random and independently one of the two possible orientations.Let X consist of the vertices v all of whose incident edges are oriented into them. Clearly, X isan independent set of F . It su�ces to show that the expected number of edges of J which arecontained in X is a positive fraction of all the edges of F . For a vertex v, the probability thatv 2 X is at least 2�d0 . An edge e 2 J does not contain any edge of F , thus the probabilities forthe vertices in e are independent. Hence e is contained in X with probability at least 2�d0jej. Bylinearity of expectation we get that at least this fraction of edges of J is in X on the average.Each edge of J 0 consists of a nucleus, whose size is at least two, and one element sets. We canassume that all terminal components have the same size, say r, as there are only constantly manysizes.Let H 0 � H be the hypergraph consisting of the edges corresponding to the edges J 0. The con-struction of J 0 gives us the following property of H 0. For every e 2 H 0 and the nucleus C of e, iff 2 H 0 is another edge, then either C is also the nucleus of f or C is disjoint from f .We now consider two cases.1. r is odd. Replace each of the nuclei by a single vertex, thus obtaining a (k � r + 1)-hypergraphH 00 with the same number of edges. A sunower with a core of size s in H 00 corresponds to asunower with the same number of petals and a core of size either s or s+ r� 1 in H 0 (dependingon whether or not a nucleus is in the core). Thus H 00 does not contain a sunower with l petalsand an odd core. By the induction assumption, jH 00j must be bounded by a linear function of n,hence so is jHj.2. r is even. We construct H 00 by deleting the chosen terminal components. Thus H 00 is a (k � r)-hypergraph. The number of edges in H 00 can be smaller now, but at most by the constant factorl � 1, since an edge resulting from m edges of H 0 is the core of a sunower with m petals in H 0.We shall show that H 00 does not contain a sunower with (l� 1)2+1 petals and an odd core. Thiswill complete the proof, as by the induction assumption it implies a linear upper bound on the sizeof H 00.Suppose that H 00 does contain a sunower with (l � 1)2 + 1 petals and a core of an odd size s.Consider the corresponding (l � 1)2 + 1 edges in H 0. Some edges may share the nuclei. There aretwo possibilities, either at least l edges share the same nucleus, or there are l edges with di�erentnuclei. In the �rst case we get a sunower with l petals and a core of size s+ r; in the second case14



a sunower with l petals and a core of size r. This is a contradiction with the assumption on H.2Note that the version with even k and even cores follows immediately.We now present a more general result, which applies to factorizations of the form UV , and whichimplies the Triangle Conjecture for matrices that can be decomposed in the form UV , where bothU and V satisfy some sparsity requirements. More precisely we have the following Theorem.Theorem 11 8k; l, 9" > 0 such that 8n, if M = AB (over GF [2]), where M is an n � n matrixwith ones on the main diagonal, A is an n� r matrix, B is an r � n matrix, r � "n, A (resp. B)has at most k ones in each column (resp. row), then there exists in M an l� l principal submatrixof ones.Remark. Note that the matrix M above does not need to be symmetric.Theorem 11 can be reformulated in an equivalent way, in set intersection terms. Indeed we havethe following.Theorem 12 8k; l, 9" > 0, 8n, and for all sets (A1; B1); : : : ; (An; Bn), jAij; jBij � k, Ai; Bi � X,jXj = r � "n, where for all i, if jAi \ Bij is odd, then there exist i1; : : : ; il, such that for all1 � �; � � l, with � 6= �, we have that jAi� \Bi� j is odd.Theorem 12 follows from a stronger result, which we prove below.Theorem 13 8k; l, 9" > 0, 8n, and for all sets (A1; B1); : : : ; (An; Bn), jAij; jBij � k, Ai; Bi � X,jXj = r � "n, if for all i, jAi \Bij is odd, then there exists a set D of odd cardinality such that forall 1 � �; � � l, with � 6= �, we have that Ai� \Bi� = D.Proof. Let Ci = Ai \Bi, i.e., jCij is odd. By Theorem 10, we have that there exist j1; : : : ; jm andD such that 8� 6= �, Cj� \ Cj� = D.Now, for every i, choose the mappingsfi : P(Ai)! f0; : : : ; 2k � 1g;gi : P(Bi)! f0; : : : ; 2k � 1g;and assign the colour (fi(Ai \ Bj); gj(Ai \Bj)) to the pair (i; j), for i < j. By Ramsey Theorem,there exists fi1; : : : ; ilg � fj1; : : : ; jmg such that all pairs have the same colour.Claim: 8i; i0 ; j; j0 2 fi1; : : : ; ilg; i < j; i0 < j0 , we have Ai \Bj = Ai0 \Bj0 :Proof: Ai \Bj = Ai \Bj0 = Ai0 \Bj0 :Thus there exists a set D0 such that 8i; j 2 fi1; : : : ; ilg, i < j, Ai \Bj = D0 . Symmetrically, thereexists D" such that 8i; j 2 fi1; : : : ; ilg, i < j, Ai \ Bj = D". Since 8i;D0 � Ai and D0 � Bj ,we have D0 � D. But also 8i;D � Ai, and D � Bj , and hence D � Ai \ Bj = D0 (for i < j).Therefore D = D0 . By symmetry D = D". 215



7 Conclusions and more open problemsProblem 1 Let M be a matrix with ones on the main diagonal and without [2; 2] con�gurations.How many rows do we have to remove to reduce its rank by one?If, for a given �eld, this number can be bounded by a constant, then the Triangle Conjecture istrue.What if the Triangle Conjecture is false? We think that the approach of relating local propertiesof the graph of nonzero elements can still be used, if weaker properties are used. Let us call anodd alternating cycle an oriented graph which is a cycle, when the orientation is forgotten, andthe orientation of the arrows on the cycle alternates with one exception (put otherwise, there is avertex v on the cycle such that if we go around the cycle from v to v, the orientation of the edgesalternates). Thus a transitive triangle is an alternating cycle of length 3. For some applications(e.g., the lower bound on the rigidity of Toeplitz matrices with indeterminates) it would su�ceto use odd alternating cycles of length bounded by a constant, instead of just transitive triangles.There may be other subgraphs having similar properties.We do not know if Theorem 3 can be proved only using the Triangle Conjecture. It is evenconceivable that the symmetric case of the conjecture could su�ce.Theorem 10 gives only a restricted version of the Triangle Conjecture, namely for matrices whichcan be decomposed into UU>, where U has only a constant number of nonzero elements in eachrow. The restriction on the number of nonzero elements seems to be too severe for the theorem tobe useful for intended applications. That may be true for proving lower bounds on rigidity. Forproving lower bounds on the circuit size, however, we may use some additional restrictions on thenumber of nonzero elements in the matrices involved. Low rigidity of a matrix M means that Mcan be decomposed into A+ B where A is sparse and B is of low rank. B being of rank less thanr means that B can be further decomposed into B = C �D where C;D are some matrices of sizen � r and r � n, respectively. A closer look at Valiant's reduction reveals that, in the case of atransformation computed by a small circuit, one can �nd a decomposition such that C is sparse.In the case of series-parallel circuits of linear size and logarithmic depth, the restriction on C isparticularly strong, namely there is a constant bound on the number of nonzero elements in eachrow of C. This type of restriction is similar to ours.References[1] N. Alon, M. Szegedy, Large sets of nearly orthogonal vectors, preprint.[2] P. Erd�os and R. Rado, Intersection theorems for systems of sets, J. London Math. Soc. 35,1960, 85-90[3] J. Friedman, A note on matrix rigidity, Combinatorica 13(2), (1993), 235-239[4] J. H�astad, S. Jukna and P. Pudl�ak, Top-down lower bounds for depth-three circuits, Compu-tational Complexity 5, 1995, 99-112[5] A. Kotlov, L. Lov�asz, The rank and size of graphs, J. of Graph Theory 23(1) (1996), 185-189.16
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