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Abstract

We propose a definition of ‘constrainedness’ that unifies two of the most
common but informal uses of the term. These are that branching heurist-
ics in search algorithms often try to make the most “constrained” choice,
and that hard search problems tend to be “critically constrained”. Our
definition of constrainedness generalizes a number of parameters used to
study phase transition behaviour in a wide variety of problem domains.
As well as predicting the location of phase transitions in solubility, con-
strainedness provides insight into why problems at phase transitions tend
to be hard to solve. Such problems are on a constrainedness “knife-edge”,
and we must search deep into the problem before they look more or less
soluble. Heuristics that try to get off this knife-edge as quickly as possible
by, for example, minimizing the constrainedness are often very effective.
We show that heuristics from a wide variety of problem domains can be
seen as minimizing the constrainedness (or proxies for it). Our definition
is therefore useful both for studying phase transition behaviour and for
developing new heuristics.



1 Introduction

Will a problem be soluble or insoluble? Will it be hard or easy? How can we
develop heuristics for new problem domains? All these questions have been the
subject of intensive study in recent years in a large number of problem domains
including, for example, propositional satisfiability, graph colouring, constraint
satisfaction problems, and hamiltonian circuits [7, 43, 51, 57]. Here, we intro-
duce some general methods which help to answer these questions in a wide range
of problems. These methods are based on a definition of the constrainedness of
an ensemble of combinatorial problems. This definition unifies and generalizes
a wide variety of parameters used to study phase transition behaviour in the
past. We show that it predicts the location of a phase transition in solubility in
a new problem domain, the asymmetric travelling salesperson problem. Meas-
uring the constrainedness of problems during search also provides insight into
why problems at phase transitions tend to be hard to solve. Such problems are
on a constrainedness “knife-edge”. KEach successive branching decision gives a
subproblem with a similar constrainedness as the original problem, neither more
obviously soluble or insoluble. Only deep in search does the constrainedness
eventually change and the problem look more or less soluble. Heuristics that try
to get off this knife-edge as quickly as possible by, for example, minimizing the
constrainedness are often therefore very effective.

The paper is structured as follows. We begin in Section 2 with a introduction
to phase transition behaviour in search problems. In Section 3, we define the
constrainedness of search problems. We then show how our definition generalizes
parameter used in the past to locate phase transition behaviour in a wide variety
of domains (Section 4), and in a new problem class, the asymmetric travelling
salesperson problem (Section 5). To model phase transition behaviour at finite
sizes, we borrow the technique of finite-size scaling from statistical mechanics to
rescale our constrainedness parameter (Sections 6 and 7). We then show that
problems at the phase transition are on a constrainedness “knife-edge” (Section
8) and that we can predict the shape of this knife-edge using a simple lower
bound (Section 9). We investigate heuristics that try to get off this knife-edge as
quickly as possible by minimizing and maximizing the constrainedness (Sections
10 and 11). We also show that many existing heuristics can be seen as minimizing
constrainedness or proxies for it (Section 12). Finally, we describe related work
(Section 13) and draw conclusions (Section 14).

2 Phase transitions

Many different search problems display phase transition behaviour [7, 23, 43].
Consider, for instance, colouring a graph with a fixed number of colours so that
neighbouring nodes have different colours (see Figure 1). If the nodes in the graph



are loosely connected, then problems tend to be soluble and it is usually easy to
guess one of the many solutions. If nodes are highly connected, then problems
tend to be insoluble and it is usually easy to identify why we have too few colours.
At intermediate levels of connectivity, problems can be hard to solve since they
are neither obviously soluble nor insoluble. For ensembles of randomly generated
graphs, there is a rapid transition between soluble and insoluble problems as we
vary their connectivity, with the hardest graph colouring problems tending to
occur around the transition [7].

connectivity=2 connectivity=2.5 connectivity=3
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Figure 1. Colouring graphs with four nodes using three colours: red, blue and
green. Nodes connected by an edge must have different colours. The connectivity
of a node is the number of edges connected to the node. The connectivity of a
graph is the average connectivity of its nodes. (A) An under-constrained and
soluble problem that requires only two of the three colours to solve. (B) A
problem which is just soluble. It has an unique solution up to symmetry. (C)
An over-constrained and insoluble problem consisting of a clique of four nodes.
This requires more than the permitted three colours.

We can use connectivity to develop a simple but effective heuristic for graph
colouring that colours the most constrained nodes first. The motivation is to work
on the hardest part of the problem first. Consider colouring the nodes in Figure
1B without such a heuristic, using instead their numerical order. We might colour
node 1 red, then node 2 blue, and node 3 green. We would then be unable to
colour node 4 without giving it the same colour as one of its neighbours. Instead,
suppose we seek to colour the most constrained nodes first. Both informally
and, as we show later, under our formal definition, the constrainedness of a
graph is directly related to its connectivity. This then suggests the heuristic of
colouring the nodes in decreasing order of their connectivity. As nodes 2 and 4
have the highest connectivity, they are coloured first. If we colour node 2 red
and node 4 blue, then nodes 1 and 3 can be coloured green. Ordering the nodes
by their connectivity focuses on the hardest part of the problem, leaving the less
constrained and easier parts till last.



3 Constrainedness

Given a new search problem, how do we identify parameters like connectivity
which measure the constrainedness and which can be used to develop heuristics
for finding a solution? This is a problem that has challenged other researchers.
For example, Minton asks:

“.. It is instructive to consider what sort of theory would be required
to be able to prove that, in any given circumstance, a variable is most
likely to be most constraining ..” [author’s emphasis| p.861 [42]

Minton argues that this is too hard a problem to solve analytically, and proposes
instead an empirical approach. For example, the MULTI-TAC system constructs
a set of candidate branching rules and benchmarks them to determine their ef-
fectiveness as heuristics on a representative set of problems [41]. Our approach
to this problem is more analytical and is motivated by studies of transitions in
solubility. By comparing the parameters introduced in a variety of domains like
graph colouring and satisfiability, we are able to propose a general definition of
the “constrainedness” of an ensemble of problems.

We assume that each problem in an ensemble has a state space S with |S|
elements and a number, Sol of these states are solutions. Any point in the
state space can be represented by a N-bit binary vector where N = log,(]S]).
This logarithm provides us with a convenient measure of problem size. The
constrainedness of an ensemble of problems depends on both the problem size
and the expected number of solutions. Problems that are expected to have a
large number of solutions for their size are under-constrained. Problems that are
expected to have no or just a few solutions for their size are over-constrained.
Let (Sol) be the expected number of states that are solutions averaged over each
problem in the ensemble. We define the constrainedness, x, of an ensemble by,

log, ((Sol))

K =def 1 T (1)
As it is often relatively straightforward to compute or, at least, estimate (Sol),
we can often determine the constrainedness x without great difficulty. It is very
important to note that this definition is for the constrainedness of an ensemble of
problems, not of an individual problem. In following sections, we will show that
this definition generalizes, unifies, and extends a large body of previous work on
phase transition behaviour in randomly generated problems. In most of these
studies, problems are generated by some well defined procedure. This defines
an ensemble of problems and hence the constrainedness . Recently, Hogg has
proposed a method based on computing the approximate entropy for estimating
from which ensemble a problem instance is likely to be drawn [27]. Such a method
can be used to estimate k when presented with just a single problem instance.



An alternative method to calculate k is in terms of p, the probability that a
randomly selected state is a solution. Now p = (Sol)/2". Hence (Sol) = p.2V.
Thus an alternative, and often more convenient definition is,

I
o= _1osa(p)

N

Given that p € [0,1] and N > 0, the constrainedness, « lies in the range [0, 00).
A value of k = 0 corresponds to a completely unconstrained ensemble in which
every state is expected to be a solution, (Sol) = |S| = 2. A value of k = oo
corresponds to a completely constrained ensemble in which no states are expected
to be solutions, (Sol) = 0. In constraint satisfaction, a phase transition between
soluble and insoluble problems has been predicted when (Sol) ~ 1 [57, 51]. Gen-
eralizing this prediction using (1), we predict that a phase transition occurs when
k =~ 1. If kK < 1, problems are under-constrained and are typically soluble. If
k > 1, problems are over-constrained and are typically insoluble. The equality
k =~ 1 only gives a first approximation of the location of the phase transition: we
will see that x is typically between about 0.5 and 1 at the phase transition. More
refined estimates can be achieved either by taking account of the variance in the
number of solutions at the phase boundary [57, 51], or by finding an equivalent
problem with fewer solutions at its phase transition [32, 13].

There is a subtle difference between the prediction of a phase transition at k =~
1 and at (Sol) ~ 1. While (Sol) at the phase transition can grow exponentially
with NV, the value of k tends to vary more slowly. For example, with random 3-
SAT problems, the expected number of solutions at the phase boundary grows as
approximately 298N [33]. By comparison, s at the phase boundary tends to vary
much more slowly. As we show later, the variation in « at the phase boundary can
be modelled by the technique of finite size scaling using a low-order polynomial in
N. In addition, as we show in the next section, x subsumes “order parameters”
used by a number of different authors to identify phase transition behaviour in
a variety of problem classes. For the first time, we can see that these assorted
parameters all measure the same thing.

4 Comparison with existing parameters

This definition of constrainedness generalizes parameters introduced to study
phase transition behaviour in propositional satisfiability, constraint satisfaction,
graph colouring, number partitioning and hamiltonian circuit problems. We pre-
dict that it will prove useful in many other domains.

4.1 Satisfiability

In propositional satisfiability (or SAT), we are given a formula with n variables
and [ clauses and wish to find an assignment of truth values to the variables such



that each clause is satisfied. A clause of length i rules out just one of the 2°
possible tuples of values of the variables in the clause. The assignment ruled out
sets each literal in the clause to false. A clause of length i therefore permits a

fraction (1 — ) of the 2" possible truth assignments. If there are [; clauses of
length ¢ then, assuming that the clauses are independently generated,
(Sol)y = 2 .H(1 — i)“
)
Hence,
> g1 - ) 2)
K = — —. 10 -
' 82 9i
If all clauses are of a single length k& (as in the random k-SAT problem class) then,
l 1
= ——.logy(1 - —

Note that this is directly proportional to I/n, the ratio of clauses to variables. The
ratio [/n has been used as an “order parameter” for studying phase transitions
in many different problem classes as a phase transition in solubility often occurs
around a critical value of [/n [43, 21].

For random 2-SAT, the phase transition has been proven to occur at [/n = 1 [8,
25], which corresponds to k & 0.42. For random 3-SAT, the phase transition has
been shown to occur experimentally around [/n = 4.3 [43, 10], which corresponds
to k = 0.82. Theoretical bounds put the phase transition for random 3-SAT in
the interval 3.003 < [/n < 4.598 [15, 34]. This corresponds to the interval
0.58 < k < 0.89. For random 4-SAT, the phase transition has been shown to
occur experimentally around [/n = 9.8 [21], which corresponds to x ~ 0.91. For
large k, the phase transition for random k-SAT occurs at a value of [/n close to
—1/1log,(1 — 5¢) [33]. This corresponds to k & 1 as predicted.

Phase transition behaviour has also been observed in satisfiability problem
classes with clauses of mixed lengths. In the constant probability model, a literal
is included in a clause with probability p, independently of the inclusion of other
literals. As empty and unit clauses typically makes problems much easier, Hooker
and Fedjki have proposed that such clauses should be discarded and longer clauses
generated in their place [30]. Gent and Walsh show that if the expected clause
length is kept roughly constant by varying p as 1/n then the solubility phase
transition occurs around a constant value of [/n [21]. They approximate the
binomial distribution of clause lengths by a Poisson distribution with parameter
2np adjusting for the omission of empty and unit clauses. As in [21], we let
2np = 3 to give problems with an average clause length of 3 before removal of
empty and unit clauses. This gives,

o e 32— @(0) — 10(0)
S g Y1) g YT
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where ®(k) = e 33%/k!. The phase transition for this problem class occurs around
[/n = 2.80, which corresponds to k ~ 0.53.

In [21], Gent and Walsh propose the mixed SAT model in which [ clauses in
n variables are generated with respect to a probability distribution ¢(i) on their
length i. For example, in the 2-3-SAT model, ¢(2) = ¢(3) = 3 and binary and
ternary clauses are generated with equal probability. The frequency of occurrence
of an integer in the name of a mixed SAT model reflects the frequency of occur-
rence of clauses of this length in the problem. Hence in the 2-4-4-SAT problem
class, ¢(2) = % and ¢(4) = %, and clauses of length 2 appear with probability %
and of length 4 with probability % Gent and Walsh conjecture that the location
of the phase transition for mixed SAT problems is approximated by the parallel

sum,

where ¢ is the ratio of //n at the mixed SAT phase transition and ¢ is the
ratio of [/n at the random k-SAT phase transition [21]. For example, the phase
transition in random 2-3-SAT occurs around [/n = 1.76 compared to a parallel
sum prediction of 1.62. As another example, the phase transition in random
2-4-4-SAT occurs around [/n = 2.74 compared to a prediction of 2.49. As a
final example, the phase transition in random 3-4-SAT occurs around [/n = 5.88
compared to a prediction of 5.91.
For the mixed SAT problem class, a simple calculation gives,

As usual, we predict the phase transition in solubility around x = 1. This
prediction improves as the length of clauses in the mixed SAT problems increases.
For example, the phase transition in random 2-3-SAT occurs around s = 0.53,
in random 2-4-4-SAT around k = (.55, and in random 3-4-SAT around k = 0.84.
Note that —1/log, (1 — 3¢) is the approximate location of the random k-SAT phase
transition. Hence,

~
~

Ly

This adds support to Gent and Walsh’s parallel sum conjecture for the location

of the mixed-SAT phase transition.

4.2 Graph colouring

In graph colouring, we are given a graph with n nodes and e edges, and wish to
colour it with m colours so that neighbouring nodes have different colours. Each



edge rules out m of the m? possible pairs of colours for the nodes at either end
of the edge. That is, each edge permits a fraction (1 — ) of the m" possible
colourings. Assuming that the edges are independently generated,

1
(Sol) = m".(1——)°
m
Hence,
e m
=1 "

This is a constant, namely log,, (") /2, times the average degree of a node in the
graph. The average degree has been used as an order parameter for describing the
phase transition in colouring problems [7]. A phase transition has been observed
in random 3-colouring problems at an average degree of 4.6 [28], corresponding
to k = 0.84. In random 4-colouring problems, the phase transition occurs around
an average degree of 8.7 [53], corresponding to £ = 0.90. In random 5-colouring
problems, the phase transition occurs around an average degree of 13.1 [53],
corresponding to k = 0.91.

4.3 Constraint satisfaction

A constraint satisfaction problem (CSP) consists of a set of variables V' and a
set of constraints C, and we wish to find values for the variables so that the con-
straints are not violated. Each variable v € V', has a domain of values M, of size
m,. Each constraint ¢ € C of arity a restricts a tuple of variables (v, ..., v,),
and rules out some proportion p. of possible values from the cartesian product
M,, x...x M,, . We call p. the “tightness” of a constraint. To avoid trivial prob-
lems we insist that all arities are at least one, but make no further restrictions.
Problems may have variables with many different domain sizes, and constraints
of many different arities and tightnesses.

The state space has size [[,cy m,. Each constraint rules out a proportion p,
of these states, so we have

(Sol) = (I] mu) < (IT(1 — pc))

veV ceC
Substituting this into (1) gives
— logy(1 — pe
K ZcEC OgQ( P ) (3)
Z?;EV IOgZ (mv)

In binary CSP’s (in which constraints only have a binary arity), a standard
means of generating test problems is to have n variables each with the same do-
main size of m. Given a constraint density of p;, exactly pin(n—1)/2 constraints



are chosen, each with a tightness of py [47, 51]. Such problems are described by
the tuple, (n, m,py, ps). Using these values, (3) gives

n—1 1 ( 1
0 —_—
2 D1 gm 1*])2

K =

)

This has been used as a parameter for binary constraint satisfaction problems [20].
For (20,10, p1, po) problems, the phase transition occurs between 0.75 < k < 1.
For (n,3,p1,2/9) problems (which resemble 3-colouring problems in having three
values), the phase transition occurs around x & 0.62. For (10,m, 1, ps) problems,
the phase transition occurs around x = 1.02. For (n,n,1,py) problems (which
have a complete constraint graph like n-queens problems), the phase transition
occurs around k = 0.99.

4.4 Number partitioning

In 2-way number partitioning, we have n numbers drawn uniformly and at random
from the range (0, /] and wish to find a partition into two bags with the same sum.
To study this problem, Gent and Walsh have developed an “annealed” theory
[22, 24] in which they average probabilities independently over the different binary
digit positions. They call this an annealed theory by analogy with the annealed
theory of materials which averages independently over sources of disorder. Both
give good approximations in the limit.

We expect 1/2 the possible partitions of the n numbers to add up to a par-
ticular parity in any binary digit position. Assuming independence between the
log, (1) digit positions, a fraction (1/2)"92() of the 2" partitions will add up to
the same sum. The expected number of exact partitions is therefore

1
(Sol) = 2”.(5)‘%(”

This gives

| [
- 0g2()_
n

A phase transition in the probability of a perfect 2-way partition has been ob-
served around x = 0.96 [22, 24]. Using some complex analysis based on statistical
thermodynamics, Mertens predicts the location of this phase transition around a
fixed value of a parameter given by x + O(1/nl) [40].

In m-way number partitioning, we have n numbers drawn uniformly and at
random from the range (0,!] and wish to find a partition into m bags with the
same sum. As there are m™ possible partitions of n numbers into m bags, N =
nlog, m We assume that the numbers have a sum which is an exact multiple of
m. A similar but slightly more complex argument can be given when the sum is



not an exact multiple. At each digit position, the first m — 1 bags must each have
a given sum modulo 2. This is expected to happen with probability p = (1/2)™!
as there is a 50% chance that any pair have the same sum modulo 2. The last
bag is guaranteed to have the right digit sum if the first m — 1 do so we can ignore
it. Assuming independence between the log, (/) binary digit positions, a fraction
p'°&2() of the m™ partitions will add up to the same sum. The expected number
of perfect partitions is,

Hence,

, — 1)1 [
o (m1log, ()
n

In [22], Gent and Walsh identify a sharp phase transition in the probability of a
perfect 3-way partition again around x = 0.96.

4.5 Hamiltonian circuits

Given an undirected graph, we wish to decide whether there is an ordered se-
quence of nodes such that each pair of nodes in the sequence is connected by
an edge, as well as the first and last nodes. Here, we consider graphs with n
nodes, and e edges distributed randomly through the graph. Frank, Gent and
Walsh have calculated  for this ensemble [14]. The probability that the first
edge of any circuit is in the graph is 2e/n(n — 1). That leaves e — 1 edges and
(n(n—1)/2) —1 places to put them. So the next edge is in the graph with chance
(e —1)/[(n(n—1)/2) — 1]. Then the next with chance (e —2)/[(n(n —1)/2) — 2].
Since there are n edges under investigation we get an overall probability of

_nfl (6*7:)
= U am—nm—

Since we may designate a starting point arbitrarily, and because we may take
circuits in either direction, the number of distinct potential circuits is (n — 1)!/2.
Hence, (Sol) is p(n — 1)!/2 and N is log,((n — 1)!/2). Thus,

n—1 (e—i)
~ Xizo 198 G

logy((n —1)!/2)

For graphs with up to 30 nodes, the phase transition occurs around x ~ 0.7.
Korsunov [36, 37] proves that if we fix e/(nlogn), then as n — oo, there is almost
certainly a circuit if e/(nlogn) > £, and almost certainly not if e/(nlogn) < 3.
This suggests that e/(nlogn) is a more suitable parameter than x. However,

K =

(4)
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Frank et al. show that the difference between the two is slight for the size of
problems considered in [14]. This suggests that constrainedness can be a useful
parameter even in problem classes where it is asymptotically incorrect. It is
interesting to speculate that the discrepancy between the two parameters may
be related to the fact that hard problems do not seem to occur at the phase
transition [55].

4.6 Comparing domains

We thus see that our definition of k generalizes a number of parameters intro-
duced in a variety of problem classes. This suggests that “constrainedness” is
a fundamental property of problem ensembles. In addition to unifying existing
parameters, we can now compare problems between classes. For example, the
phase transition in 3-SAT problems occurs at [/n = 4.3 [43, 10] which corres-
ponds to k & 0.82, roughly comparable to that in 3-colouring at x ~ 0.84, while
the phase transition in number partitioning occurs at x =~ 0.96. This suggests
that number partitioning problems at the phase transition may in some sense
be more constrained. Computational results appear to support this claim. For
example, with problems at the phase transition CKK, one of the best algorithms
known for number partitioning [35], runs on average as approximately 298V [24]
whilst Crawford’s TABLEAU algorithm, one of the best algorithms known for sat-
isfiability, runs on average as approximately 2°%" [11]. The definition of x also
allows us to treat a wider range of problems within a class. For example, we
now deal with problems having mixed arity constraints, mixed domain sizes and
mixed constraint tightnesses. This permits the computation of x during search
as domain sizes change and constraints are removed. We will see the value of this
in a later section.

5 The travelling salesperson problem

We have shown that this definition of constrainedness generalizes parameters pre-
viously introduced in a variety of problem classes, including satisfiability, graph
colouring, constraint satisfaction, and number partitioning. We now give a case
study which uses this definition of constrainedness in a new problem class. We
consider the asymmetric travelling salesperson problem (ATSP) with inter-city
distances drawn from a normal distribution with mean p and standard deviation
o. We focus on the decision problem of determining if there is a tour of length d
or less which visits all n cities. Most computational studies of the travelling sales-
person problem have been on the optimisation rather than the decision problem
[7, 58]. Although a phase transition has been observed for the decision problem of
the two-dimensional Euclidean travelling salesperson problem [23], the parameter
used was based on an asymptotic result and we do not understand its relation to
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constrainedness.

The state space S contains all (n — 1)! possible distinct tours (one city is
designated the starting point arbitrarily). Each of these tours has some length
. As the sum of n normal distributions, [ has a normal distribution with mean
np and standard deviation o/n. If we normalize [ to [ = (I — nu)/o\/n then [ is
distributed normally with mean 0 and standard deviation 1. The probability that
a randomly chosen tour has a length [ less than or equal to some given length d

1S
5 2
d e x?/2

—0o /2T

A standard handbook of integrals [1] gives the equality

2 —x2/2 —22/2 1 1
€ €
/ ——dr = — | —+0(—)
0o /2T V2r \ 7| 2|
The optimal tour length will tend to have d << 0 so the error term will be small.
Accordingly we use the approximation

dz

prob(l < d) =

e—d?/2
d|\/27

Multiplying this by (n—1)!, the number of distinct tours, gives (Sol), the expected
number of tours less than or equal to d. Substituting this into (1) gives,

P logy(e)/2 + log, (dVF7)
logy(n — 1)!

Although further approximations could be made, for example using Stirling’s
approximation, this definition can easily be calculated numerically by computer.

We expect a phase transition in the decision problem when x = 1. We tested
this experimentally using a branch and bound algorithm with the Hungarian
heuristic for branching [6]. For n=6 to 48, we randomly generated 1000 problems
with inter-city distances independently and normally distributed with z=10% and
o0=105. Figure 2 shows the probability that there was a tour less than distance
d, plotted against k. There is a clear phase transition from soluble to insoluble
problems that becomes sharper with more cities. Except for problems with 6
cities, there is a critical value of k = 0.75 which gives the probability of a tour
existing of 0.45 4+ 0.04 at all sizes.

prob(l < d) ~

6 Finite size scaling

We can use the constrainedness, k, to predict the shape as well as the location of
phase transitions. Phase transitions in physical systems have been successfully

12
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Figure 2. Probability of tour of required length existing in ATsP, plotted against
k for 6 to 48 cities.

described using finite size scaling methods [3]. Around a critical temperature T,
problems of all sizes tend to be indistinguishable except for a change of scale
given by a power law in a characteristic length. Here we propose that the con-
strainedness, k, plays the role of temperature whilst the problem size, N, plays
the role of the characteristic length. This analogy suggests that around some
critical constrainedness k., problems of all sizes will tend to be indistinguishable
except for a simple change of scale given by a power law in N. For example, we
conjecture that a macroscopic property like the probability of a solution existing
averaged over an ensemble of problems will obey the equation,

K — Ke

prob(Sol > 0) = f( .N'Y) (5)

Ke

K—K¢

where f is some fundamental function, “="¢ is analogous to the reduced temper-
c
T-T,
T,

ature ., and N'” provides the change of scale. Such scaling has been shown
to model the probability of a solution in finite size phase transitions in satisfiab-
ility [33], constraint satisfaction [20], and number partitioning [22]. In physical
systems, the size dependency usually depends on a correlation length. Points sep-
arated by more than the correlation length behave independently. Despite the
fact that lengths appear in travelling salesperson problems, the size dependency
obeys a simple power law with the problem size, N. Similar power law beha-

13



viour in N has been seen in satisfiability [33, 21], constraint satisfaction [20], and
number partitioning problems [22, 24].

To test this scaling conjecture for the ATsp, in Figure 3 we replot our data
against the parameter == . N'¥ using k. = 0.75 and v = 2, both values derived
from examination of the data. If (5) holds, the curves will line up when plotted
against this rescaled parameter. As predicted, except at n = 6, finite size scaling
models the probability of a tour existing. A discrepancy at small problem sizes
has also been seen in other classes such as satisfiability [33] and suggests that
finite size scaling provides a very useful but incomplete description of scaling
behaviour.

1mp T T T
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Figure 3. Probability of tour of required length existing in ATSP, against
Ate, N7 for 6 to 48 cities.

This case study clearly illustrates that our definition of constrainedness is
useful in new problem classes. A phase transition occurs, as predicted, at k ~ 1.
And as expected, by means of finite size scaling we are able to model scaling
behaviour of the phase transition.

7 Search cost

Modelling using finite size scaling can be applied to measures of algorithmic
behaviour such as search cost [49, 20]. For the ATsP, we use the 90th percentile

14



of the number of leaf nodes searched, as lower percentiles such as median cost
were always trivial since almost no backtracking occurred. As in many other
problem classes, e.g. satisfiability [43], search cost displays a distinctive easy-
hard-easy pattern through the phase transition. We fitted the data to a simple
model of exponential growth. We put aside the extremes of our data, i.e. n=6
and 48, and constructed a model for values of the rescaled parameter from —3 to
3 in steps of 0.25 using n=12 to 42. We then compared the modelled data with
the observed, as well as the search costs the model predicts at 6 and 48 cities.
Figure 7 shows the accuracy of the modelling and predictions. For example,
the model successfully predicts that at n = 6 we will explore just a single leaf
node throughout the phase transition. It is remarkable that a simple model of
exponential growth does so well when search costs never reaches very large values,
and granularity therefore plays an important role. [23] reports a phase transition
in the Euclidean travelling salesperson problem, but the parameter used there,
(]A/\/ﬁ was derived from asymptotic considerations and not from . It would be
interesting to see if modelling of search cost for Euclidean problems works well
against this parameter. More generally, it would be valuable to combine this
kind of analysis of behaviour as problem size scales, with analyses which study
the distribution of search costs at a single problem size, such as those carried out
by Frost, Rish and Villa, and Hoos and Stiitzle [16, 48, 31].

8 Constrainedness within search

A general rule of thumb in solving search problems is to tackle the hardest part
first. Many heuristics therefore try to branch on the most constrained variable.
To test their effectiveness at this, we measured the constrainedness of a prob-
lem during search. We ran experiments in several different domains, using both
random and non-random problems. In each case, we observe a constrainedness
“knife-edge” in which critically constrained problems tend to remain critically
constrained. Here we report the results for propositional satisfiability. However,
results were similar in the other domains which included graph colouring and
number partitioning [56].

We use the Davis-Putnam procedure with unit propagation but no pure literal
deletion. We branch with Mowm’s heuristic, picking the literal that occurs most
often in the minimal size clauses, breaking ties with a static numerical order.
Depth is measured by the number of assignments. Similar results are obtained
when depth is measured by the number of branch points, and with other branch-
ing heuristics including random branching. In each experiment, we simply follow
the heuristic down the first branch, averaging over 1000 problems. To reduce
variance, we use the same ensemble of problems in all experiments. We adopt
the convention that initial parameters are in capitals and that values measured
during search are in lower case. For instance, if we generate random 3-SAT prob-
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Figure 4. Modelled/predicted (lines) and observed (points) 90th percentile of
leaf nodes searched to solve ATSP instances (both on y-axis) against the rescaled
parameter e N/¥ (x-axis) with r, = 0.75, v = 2.

lems from the middle of the phase transition with an initial ratio of clauses to
variables, L/N of 4.3 then during search, the average clause length, k, and ratio
of clauses to variables, [/n, may be different from their starting values of 3 and
4.3 respectively.

In Figure 5, we plot the ratio of clauses to variables during search for random
3-SAT problems from the middle of the phase transition with an initial clause
to variable ratio, L/N = 4.3. Since not all heuristic branches extend to large
depths, there is some noise at the end of each graph. As search deepens, the
ratio of clauses to variables drops approximately linearly. The gradient of this
decay is inversely proportional to N. Plotting [/n against the fractional depth,
i/N therefore gives graphs of similar slope despite N varying from 100 to 500.
Other experiments show that the rate of decay increases as we increase the initial
ratio of clauses to variables, L/N.

These results might seem to suggest that problems become less constrained as
search progresses. However, the average clause length also decreases, and shorter
clauses will tighten the constrainedness of problems. In Figure 6, we plot the
average clause length during search for the same random 3-SAT problems from
the middle of the phase transition. Again, we see an approximate linear decay,
with the gradient inversely proportional to N. Other experiments show that
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Figure 5. Ratio of clauses to variables, [/n on the heuristic branch (y-axis)
against the fractional depth (x-axis) for random 3-SAT problems with an initial
ratio of clauses to variables, L/N = 4.3.

the average clause length decreases as we decrease the initial ratio of clauses to
variables, L/N. Which of these two factors wins? Does the decrease in clause
size tighten the constrainedness faster than the decrease in the ratio of clauses
to variables loosens it? To answer these questions, we estimated k during search
by assuming that the current subproblem is taken from a random ensemble in
which problems have the same number of clauses, the same number of variables,
and the same distribution of clause lengths. We can then use (2) to estimate k.

In Figure 7, we plot the estimated constrainedness down the heuristic branch
for random 3-SAT problems. For L/N < 4.3, problems are under-constrained and
soluble. As search progresses, k decreases since problems become more under-
constrained and obviously soluble. For L/N > 4.3, problems are over-constrained
and insoluble. As search progresses, k increases since problems become more
over-constrained and obviously insoluble. At L/N = 4.3 problems are on the
knife-edge between solubility and insolubility. As search progresses, k is roughly
constant. Each successive branching decision gives a subproblem which has the
same constrainedness as the original problem, neither more obviously satisfiable,
nor more obviously unsatisfiable. Only deep in search does k eventually break
one way or the other.

We have also observed similar knife-edge behaviour with a random heuristic,
and with an anti-heuristic (that is, one which always branching against the heur-
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Figure 6. Average clause length, & on the heuristic branch (y-axis) against
the fractional depth (x-axis) for random 3-SAT problems with an initial ratio of
clauses to variables, L/N = 4.3.

istic) except that values of k are slightly greater. In addition, we observed similar
knife-edge behaviour in other problems domains including graph colouring and
number partitioning [56]. Figure 7 suggests an interesting analogy with statistical
mechanics. At the phase boundary in physical systems, problems tend to be “self-
similar”. That is, they look similar at every length scale. At the phase boundary
in computational systems, problems also display a form of self-similarity. Branch-
ing decisions give subproblems that look neither more or less constrained. This
helps to explain why such problems are difficult to solve. Branching decisions
tell us very little about the problem, giving subproblems that are neither more
obviously soluble nor more obviously insoluble. We will often have to search to
a large depth either for a solution or for a refutation. By comparison, branch-
ing on an over-constrained problem gives a subproblem that is often even more
constrained and hopefully easier to show insoluble, whilst branching on an under-
constrained problem gives a subproblem that is often even less constrained and
hopefully easier to solve.

9 Lower bound on constrainedness

When we branch into a subproblem, the number of solutions remaining cannot
increase. The expected number of solutions, (Sol) cannot therefore increase.
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The constrainedness knife-edge
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Figure 7. The estimated constrainedness, k£ down the heuristic branch (y-axis)
against the fractional depth (x-axis) for random 3-SAT problems with 100 vari-
ables and varying initial ratio of clauses to variable.

This provides a lower bound on x that is a good qualitative estimate for how the

constrainedness actually varies during search. Let x; be the value of k at depth
1. Then,

log, ((Sol
Ky = 1-— gQ(]<V )
Hence,
log, ((Sol)) = N(1— ko)
Thus,
ke > 1— 10g2(<59l>)
N —14
B N —i
o Nlﬂo —1
- N —j
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We can improve this bound slightly by noting that x is bounded below by zero.
Hence,

In Figure 8, we plot this bound on « for random 3-SAT problems with 100 variables
and varying initial ratio of clauses to variable, L/N. We see that in almost every
case the behaviour of x during search observed in Figure 7 is very similar to that
predicted by the bound. The exception is at L/N = 5, corresponding to £ ~ 0.96.
As k < 1, the bound predicts that x converges to 0 as a solution is found. In
reality, however, x diverges to oo as most problems are insoluble.
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Figure 8. Lower bound on the constrainedness, k (y-axis) against the fractional
depth (x-axis) for random 3-SAT problems with 100 variables and varying initial
ratio of clauses to variable.

This lower bound suggests a very simple scaling result. If we let f; be the
fractional depth in the search tree (that is, i/N) then,

Ko —

k; > max(0,

That is, the bound on k; is simply a function of kg, the initial value and f;, the
fractional depth. It does not depend on the size of the problem. We therefore
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measured how x; scaled with problem size. We found that x; remained essentially
unchanged if we fixed k¢ and f; as problems increased from 100 to 500 variables.

This is despite the fact that the size of the state spaces increases by over a factor
of 10120,

10 Minimizing constrainedness

The existence of the constrainedness knife-edge may help us design more effect-
ive search procedures. For instance, it may be useful to design heuristics that
get us off the knife-edge as quickly as possible. Many heuristics attempt this
by branching on the most constrained variable, resulting in the least constrained
subproblem. Hence, we propose the heuristic of minimizing x. To test this idea,
we performed experiments on randomly generated binary CSP’s from the class
(n,m,p1,pe) described earlier. We encoded minimizing x as a dynamic vari-
able ordering heuristic within the algorithm FC-CBJ (i.e. forward checking with
conflict-directed backjumping)[46]. After instantiating a variable, domain filter-
ing is performed. This may result in a reduction in the size of the domains of
future (i.e. uninstantiated) variables and consequently alter the tightness of fu-
ture constraints (i.e. constraints acting between pairs of future variables). The
future sub-problem may then be non-uniform in domain sizes and constraint
tightnesses. To measure « for this reduced problem, we assume it as a represent-
ative of the ensemble of problems with the same number of variables, the same
domain sizes, and the same number of constraints each of the same tightness as
the reduced problem. This is a heuristic assumption which seems to be justified
by our results. When considering a variable v; as the new current variable we
remove it and all constraints involving it from the future sub-problem. We then
calculate k for the future sub-problem using equation (3) and take this as the
cost of selecting variable v;. This is done for all future variables and the variable
with minimum cost is selected as the current variable.

We compared the minimize-x heuristic with an encoding of the fail first (FF)
principle [26] i.e. selecting the variable with smallest domain. Figure 9 shows the
results of experiments performed on (20,10, p;, p2) problems (i.e. 20 variables,
uniform domain size of 10). Constraint density p; was varied from 0.2 up to
1.0, for each value of p;, constraint tightness p, was varied to traverse the phase
transition in solubility. At each value of p; and py, we generated 1,000 problems.*

The contours shown are for the mean search effort, measured by the number
of consistency checks. The minimize-x heuristic outperforms the FF heuristic,
especially around the phase transition. Although not shown, the same holds
for median performance. When search effort is measured as the number of trial
instantiations of variables, minimize-x again shows superior mean and median

'"While technically these instances were subject to the flaw identified by [2], instances gen-
erated with these parameters are never flawed in practice [38].
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Figure 9. Fail First (FF) and minimize-x heuristics on (20, 10, py, p2) problems
using FC-CBJ. Mean consistency checks on y-axis, and the constrainedness of
problems, k on x-axis. Contours for p; = 1.0 (top), p; = 0.5 (middle), p; = 0.2
(bottom).

performance. [18] reports more extensive experiments on the minimize-x heuristic
with similar results. At the peak in search costs, paired-sample t-tests gave values
of t =123 at p; = 0.2, t = 24.4 at p; = 0.5, and t = 46.3 at p; = 1.0, all in
favour of minimize-k. To check the validity of these values we performed an
approximate randomization of the test [9] with a sample of 1000 in each case,
which never gave a value above ¢ = 3.5. This provides strong statistical evidence
that the minimize-« heuristic is better than the FF heuristic in these problem
classes. [54] give results on the same problem classes seen in Figure 9, on a range
of algorithm /heuristic combinations. For high values of p; they report that FC-
CBJ with the FF heuristic was the best combination studied for problems near
the phase transition. The fact that the minimize-x heuristic can do better is
strong evidence that it is a good heuristic.

The complexity of (3) leads to significant overheads in computation. As a
consequence, the minimize-x heuristic does not reduce run-times on this problem
class. However, it is not difficult to find problems in which it gives dramatic
run-time savings. Fail-first ignores the tightness of constraints. This is not a
great handicap in Figure 9 since problems start out with a uniform constraint
tightness. If we start with problems in which the constraint tightnesses varies sig-
nificantly, then the minimize-x heuristic can offer up to four orders of magnitude
improvement in performance, and offer run-time savings. To construct problems
with varying constraint tightness, we generated problems in which exactly 20% of
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the constraints have tightness p, = 0.8 (i.e. tight constraints) and the remainder

tightness po = 0.2 (i.e. loose constraints). We set n = 30 and m = 10, and
observed a phase transition as we varied the constraint graph density, p; from %

to 1 in steps of 81—7. Results are plotted in Figure 10. The 50% solubility point is
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Figure 10. Fail First (FF) and minimize-x heuristics on binary constraint sat-
isfaction problems using FC-CBJ. Mean consistency checks on y-axis, and the
constrainedness of problems, k on x-axis. Problems have n = 30, m = 10, vary-
ing py, and py, = 0.2 for 80% of the constraints, and p, = 0.8 for the remainder.

at kK =~ 0.64 when p; = % The mean and worst case performance show the exist-
ence of exceptionally hard problems for FF. The worst case for FF was 2.7 x 10'°
consistency checks at k &~ 0.39, in a region where 100% of problems were soluble.
This was 8 orders of magnitude worse than the median of 659 checks at this point,
and took 87 hours on a DEC Alpha 200%/1%6.

11 Maximizing constrainedness
For soluble problems, the existence of the constrainedness knife-edge suggests
that we try to get off the knife-edge as quickly as possible by branching into the

subproblem that is as under-constrained as possible. That is, we branch into
the subproblem that minimizes . For insoluble problems, it might be better to

23



branch into the sub-problem that is as over-constrained as possible. That is, we
branch into the subproblem that maximizes k. To test this idea, we ran exper-
iments on some propositional satisfiability and constraint satisfaction problems
using a maximize-x heuristic.

For the satisfiability experiments, we implemented minimize-x and maximize-
k branching heuristics for the Davis-Putnam procedure. In Table 1, we show how
these heuristics compare to MoM’s heuristic on hard random 3-SAT problems
from the middle of the phase transition. The results support the thesis that, for
soluble problems, it pays to minimize x and for insoluble problems, it pays to
maximize k. However, we should be careful to draw too many conclusions from
these results. In the Davis-Putnam procedure, we are exploring a simple binary
tree. In other domains, we may be searching trees in which the branching rate
varies. For example, when solving constraint satisfaction problems with a forward
checking algorithm like FC-CBJ, the branching rate depends on the domain size
of the variable being instantiated and this varies during search. Heuristics that
maximize k will tend to branch on variables with large domains, resulting in
bushy search trees which could be expensive to explore.

MoOM | min —k | max —k
satisfiable problems 164 104 1487
unsatisfiable problems | 3331 7419 2575

Table 1: Median nodes searched by the Davis-Putnam procedure for random
3-SAT problems at n = 50 and [/n = 4.3 using different heuristics.

For the constraint satisfaction experiments, we were unable to test the (20, 10, py, p2)
problems used in the previous section since they were too hard to solve in gen-
eral using the maximize-x heuristic. For example, FC-CBJ failed to solve a
(20,10, 0.5,0.37) problem (in the middle of the phase transition) in over 2 million
consistency checks using a maximize-x heuristic. By comparison, FC-CBJ with
the FF heuristic took 61,200 consistency checks to solve this problem, and just
39,177 checks with the minimize-x heuristic. We therefore ran our experiments
on problems with fewer variables. As in [17] and [20], we used (10, 10, 1, p3) prob-
lems varying py from 0.2 to 0.5 with a sample size of 50. In the middle of the
phase transition, the maximize-x heuristic is an order of magnitude worse than
the FF or minimize-x heuristic. As in Section 10, the minimize-x heuristic is
competitive with the FF heuristic, on both soluble and insoluble problems.

On very under-constrained and soluble problems, close inspection of the data
shows that the maximize-x heuristic outperforms the FF and minimize-x heur-
istics. On such problems, the maximize-x heuristic selects a variable with a
large domain, and forward checking then performs consistency checking against
variables with small domains. By comparison, the FF and minimize-x heuristics,
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Figure 11. Fail First (FF), minimize-x and maximize-x heuristics on
(10,10, 1, p2) problems using FC-CBJ. Mean consistency checks on y-axis, and
constrainedness of problems, x on x-axis.

select a variable with a small domain, and forward checking then performs consist-
ency checking against variables with large domains. For very under-constrained
problems that can be solved with little or no search, reducing the amount of
work performed by forward checking may therefore result in computational sav-
ings. By comparison, on more constrained problems, the maximize-x heuristic
performs poorly. As predicted, the heuristic branches on variables with large
domains, giving bushy search trees which are expensive to explore. We conjec-
ture that maximize-x will perform even worse with a chronological backtracking
procedure like forward checking. Our results suggest that, whilst minimizing
constrainedness can be an effective way to get off the knife-edge for soluble and,
in some cases, for insoluble problems, there are domains in which maximizing
constrainedness is ineffective even on insoluble problems.

12 Proxies for constrainedness

As mentioned in Section 10, it may be expensive to compute x. We may therefore
use a proxy which is cheaper to compute. For example, in number partitioning,
Gent and Walsh have shown that the Karmarkar-Karp heuristic minimizes an
estimate for x that is based on the assumption that the numbers left to partition
remain uniformly distributed [22]. The Karmarkar-Karp heuristic is cheap to
compute as it merely requires us to maintain the numbers left to partition in
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sorted order.

In constraint satisfaction problems, if we assume that all constraints in a
problem have the same tightness, and that each variable is in the same number
of constraints, we can ignore the numerator of (3) as it will be the same whichever
variable we instantiate. The variable chosen should then be the one that maxim-
izes the denominator of (3), and is equivalent to instantiating the variable with
smallest domain. This is the fail-first (FF) heuristic [26] which is again cheap to
compute.

An alternative assumption is that all variables have the same domain size.
This is valid when all variables start out with identical domain sizes and we use
a backward checking algorithm, i.e. an algorithm that does not perform domain
filtering of the future variables. The denominator will now be the same whichever
variable we instantiate. If we further assume that all constraint tightnesses are
the same, the numerator becomes the cardinality of the set of constraints acting
between future variables and between future and past variables. We minimize
the numerator of (3) by choosing a variable that has most constraints with past
variables. This corresponds to the maximum cardinality heuristic described in
[12].

We may take advantage of both numerator and denominator of (3). One way
to do this is to choose the variable with smallest domain size (maximizing the
denominator) and break ties by choosing the tied variable in most constraints
(minimizing the numerator, assuming uniform constraint tightness). This is the
Brelaz heuristic [5].

Not all proposed heuristics are as successful as those mentioned above. Indeed
in some cases intuition seems to have led designers in exactly the wrong direction.
For example, in their backtracking algorithm for the Hamiltonian Cycle problem,
Cheeseman, Kanefsky and Taylor selected the node to go to with the highest
connectivity at each choice point [7]. However, to minimise the numerator of (4),
we should maximize the number of edges that remain in the graph after each
choice point. This suggests picking the node with the lowest connectivity, not
the highest, and this is the approach taken by Martello’s algorithm [39].

Four state of the art heuristics can thus be seen as proxies for minimizing x.
Domain knowledge may still be needed to convert the idea of minimizing « into a
heuristic with low overheads. However, by considering how to minimize s, we can
remove much of the intuition involved in developing heuristics for a new domain.
While intuition is valuable, it can often be misleading or even wrong. Further-
more, intuition about new domains can be hard to achieve. We therefore see this
reduction in the role of intuition in heuristic design as a significant contribution.
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13 Related work

We are not aware of any other work which both introduces a general measure
of constrainedness and uses it to design heuristics. However, a number of other
workers have studied one or other aspect, either measures of constrainedness or
the design of heuristics based on theoretical principles.

Williams and Hogg present a closely related model for locating phase trans-
ition behaviour and predicting search cost in graph colouring and constraint sat-
isfaction problems [57]. Their “deep structure” model focuses on the number of
minimized nogoods. The approach presented here is more general as it can be
applied to a wider range of problem domains. Indeed, our analysis has made very
few assumptions about the computational complexity of the search problems be-
ing solved. We have merely assumed that we are looking for a solution within
some finite state space. Our framework is therefore applicable to the wide range
of NP-complete problems. However, we can also apply these ideas to problems in
other complexity classes. For example, we have modelled phase transition beha-
viour and suggested new heuristics for polynomial problems like establishing arc
consistency in constraint satisfaction problems [19]. Whatever the complexity
class, our definition of constrainedness may be able to identify phase transition
behaviour and suggest heuristics that help us solve search problems.

Musick and Russell model search using an abstracted Markov process that
considers just the distance from a solution [44]. They identify regions where
problems are easy and outside which it is very hard to find a solution. It would
be fruitful to explore the connections between constrainedness, and the transition
probabilities of such Markov processes.

Smith proposes a heuristic for binary constraint satisfaction problems that
simply maximizes the expected number of solutions, (Sol) [50]. Given a choice of
two subproblems with equal (Sol), the heuristic of minimizing x will branch into
the smaller problem in the expectation that this is less constrained. Experiments
so far have failed to show which heuristic, if either, is better [18].

Hooker and Vinay investigate the Jeroslow-Wang heuristic for satisfiability
[29]. They propose the “satisfaction hypothesis”, that it is best to branch into
subproblems that are more likely to be satisfiable, but reject this in favour of the
“simplification hypothesis”, that it is best to branch into simpler subproblems
with fewer and shorter clauses after unit propagation. Minimizing x is related
but not identical to both these hypotheses: in general it will seek out simple
problems that are likely to be soluble.

Nudel has proposed some theoretically motivated heuristics for binary CSP’s
[45]. Two classes of heuristic are presented, global and local. Global heuristics
fix the instantiation order at the start of search, whereas local heuristics take
account of information made available during search, such as actual domain sizes
and constraint tightness. Nudel’s local heuristics are thus dynamic variable or-
dering heuristics. It is interesting to contrast our approach with Nudel’s as both
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give theory-based variable ordering heuristics. Nudel presents measure that es-
timate the size of the remaining search tree, and then constructs heuristics which
seek to minimize these estimates. We have not related our measures directly to
the search tree. Instead we have sought to move into areas of the search tree
likely to be unconstrained and therefore have solutions. When one makes certain
simplifications, both approaches can result in the same heuristic such as the FF
heuristic. However, the detailed relationship between the approaches has not yet
been fully analysed.

Heuristics are, by their nature, inexact. It can therefore be difficult to decide
how rigorously to apply a given theory about heuristic construction. Smith and
Grant investigated this problem for the ‘fail first’ principle in binary CSP’s [52],
a principle often used to justify the minimum domain size (FF) heuristic. They
found that a heuristic which did more work to maximize the probability of an
early failure did significantly more search than a simpler heuristic that did less
work, even in measures such as nodes searched which are independent of the
cost of calculating the heuristics. Heuristics based upon theoretical principles,
including that of minimizing constrainedness, have still to address problems such
as this.

The constrainedness of a problem depends on the ensemble from which it is
drawn. We may not know the ensemble from which a problem is drawn, so naive
measurements of x may mislead us. Hogg uses the “approximate entropy” to
distinguish between problems drawn from a clustered ensemble and those from
a random ensemble [27]. Approximate entropy may therefore be useful in es-
timating constrainedness. However, as the approximate entropy depends on the
representation used, the role of problem representation is also critical. Further
work in this area, perhaps along the lines of [4], is vital if this research is to be
of practical value in understanding and solving real problems.

14 Conclusions

Branching heuristics often try to make the most “constrained” choice, whilst hard
problems tend to be “critically constrained”. We have developed a general defin-
ition of the constrainedness of search problems that unifies these two notions of
constrainedness. We have shown that our definition of constrainedness general-
izes a number of parameters used to study phase transition behaviour in a wide
variety of different problem domains. It allows the rapid identification of phase
transitions in new problem domains, and the comparison of phase transitions in
previously incomparable classes. Our definition also provides insight into why
problems at such phase transitions tend to be hard to solve. These problems are
on a constrainedness “knife-edge”, and we must search deep into the problem
before they look more or less soluble. Heuristics that try to get off this knife-
edge as quickly as possible by, for example, minimizing the constrainedness are
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often therefore very effective. Many existing heuristics can be seen as minimiz-
ing constrainedness or proxies for it. Our definition of constrainedness therefore
offers a unified understanding of many widely disparate heuristics, and provides
a principled method for constructing heuristics for new domains.
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