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Abstract
We survey the evaluation methodology adopted in Information Extraction (IE), as defined in the MUC conferences and in later indepen-
dent efforts applying machine learning to IE. We point out a number of problematic issues that may hamper the comparison between
results obtained by different researchers. Some of them arecommon to other NLP tasks: e.g., the difficulty of exactly identifying the
effects on performance of the data (sample selection and sample size), of the domain theory (features selected), and of algorithm param-
eter settings. Issues specific to IE evaluation include: howleniently to assess inexact identification of filler boundaries, the possibility of
multiple fillers for a slot, and how the counting is performed. We argue that, when specifying an information extraction task, a number of
characteristics should be clearly defined. However, in the papers only a few of them are usually explicitly specified. Ouraim is to elab-
orate a clear and detailed experimental methodology and propose it to the IE community. The goal is to reach a widespread agreement
on such proposal so that future IE evaluations will adopt theproposed methodology, making comparisons between algorithms fair and
reliable. In order to achieve this goal, we will develop and make available to the community a set of tools and resources that incorporate
a standardized IE methodology.

1. Introduction

Evaluation has a long history in Information Extraction
(IE), mainly thanks to the MUC conferences, where most
of the IE evaluation methodology (as well as most of the
IE methodology as a whole) was developed (Hirschman,
1998). In particular the DARPA/MUC evaluations pro-
duced and made available some annotated corpora that have
been used as standard testbeds. More recently, a variety
of other corpora have been shared by the research commu-
nity, such as Califf’s job postings collection (Califf, 1998),
and Freitag’s seminar announcements, corporate acquisi-
tion, university Web page collections (Freitag, 1998).

However, the definition of an evaluation methodology
and the availability of standard annotated corpora do not
guarantee that the experiments performed with different ap-
proaches and algorithms proposed in the literature can be
reliably compared. Some of the problems are common to
other NLP tasks (e.g., see (Daelemans and Hoste, 2002)):
the difficulty of exactly identifying the effects on perfor-
mances of the data used (the sample selection and the sam-
ple size), of the information sources used (the features se-
lected), and of the algorithm parameter settings.

One issue specific to IE evaluation is how leniently to
assess inexact identification of filler boundaries. Another
question concerns the possibility of multiple fillers for a
slot and how the counting is performed. Finally, because of
the complexity of the task, the limited availability of tools,
and the difficulty of reimplementing published algorithms
(usually quite complex and sometimes not fully described
in papers), in IE there are very few comparative articles in
the sense mentioned in (Daelemans and Hoste, 2002). Most

of the papers simply present the results of the new proposed
approach and compare them with the results reported in
previous articles. There is rarely any detailed analysis to
ensure that the same methodology is used across different
experiments.

Given this predicament, it is obvious that a few crucial
issues in IE evaluation need to be clarified. This paper aims
at providing a solid foundation for carrying out meaning-
ful comparative experiments. The goal of the paper is to
provide a critical survey of the methodologies employed in
the main IE evaluation tasks. In this paper we concentrate
our attention on the preliminary steps of the IE evaluation.
First, we describe the IE evaluation methodology as defined
in the MUC conference series and in other reference works.
Then, we point out both the problems common also to the
evaluation of other NLP tasks and those specific to IE. Fi-
nally, we draw some directions for future work.

2. IE Evaluation Methodology
The MUC conferences can be considered the starting

point of the IE evaluation methodology as currently de-
fined. The MUC participants borrowed the Information
Retrieval concepts of precision and recall for scoring filled
templates. Given a system response and an answer key pre-
pared by a human, the system’s precision was defined as the
number of slots it filled correctly, divided by the number of
fills it attempted. Recall was defined as the number of slots
it filled correctly, divided by the number of possible correct
fills, taken from the human-prepared key. All slots were
given the same weight. F-measure, a weighted combina-
tion of precision and recall, was also introduced to provide
a single figure to compare different systems’ performances.



Apart from the definition of precise evaluation mea-
sures, the MUC conferences made other important contri-
butions to the IE field: the availability of large amount of
annotated data (which have made possible the development
of Machine Learning based approaches), along with the
evaluation software (i.e., the MUC scorer (Douthat, 1998)),
the emphasis on domain-independence and portability, and
the identification of a number of different tasks which can
be evaluated separately(Hirschman, 1998).

It should be noticed that MUC evaluation concentrated
mainly on IE from relatively unrestricted text, i.e. newswire
articles. In independent efforts, other researchers devel-
oped and made available annotated corpora developed from
somewhat more constrained texts. Califf compiled and an-
notated a set of 300 job postings from the Internet (Califf,
1998), and Freitag compiled corpora of seminar announce-
ments and university web pages, as well as a corporate ac-
quisitions corpus from newswire texts (Freitag, 1998). Sev-
eral of these corpora are available from the RISE reposi-
tory (RISE, 1998) where a number of tagged corpora have
been made available by researchers in Machine Learning
for IE.

Freitag (1998) uses the term Information Extraction in a
more restricted sense than MUC. In the Seminar Announce-
ment collection, the templates are simple and include slots
for the seminar speaker, location, start time, and end time.
This is in strong contrast with what happened in MUC
where templates might be nested (i.e., the slot of a template
may take another template as its value), or there might be
several templates from which to choose, depending on the
type of document encountered. In addition, MUC domains
include irrelevant documents which a correctly behaving
extraction system must discard. A template slot may be
filled with a lower-level template, a set of strings from the
text, a single string, or an arbitrary categorical value that
depends on the text in some way (a so-called “set fill”).

Califf (1988) takes an approach that is somewhat in-
between Freitag’s approach and more complex MUC ex-
traction tasks. All of the documents are relevant to the task,
and the assumption is that there is precisely one template
per document, but that many of the slots in the template
can have multiple fillers.

Although the tasks to be accomplished are different, the
methodology adopted by (Freitag, 1998) and (Califf, 1998)
is similar to the one used in the MUC competition: preci-
sion, recall, and F-measure are employed as measures of
the performances of the systems.

3. Problematic Issues in IE Evaluation
In Section 2. we have summarized the current status

of the methodology adopted in IE. However, the defini-
tion of an evaluation methodology and the availability of
standard annotated corpora do not guarantee that the ex-
periments performed with different approaches and algo-
rithms proposed in the literature can be reliably compared.
Some of the problems are common to other NLP tasks (e.g.,
see (Daelemans and Hoste, 2002)): the difficulty of exactly
identifying the effects on performances of the data used (the
sample selection and the sample size), of the information
sources used (the features selected), and of the algorithm

parameter settings.
One of the most relevant issues is that of the exact split

between training set and test set, considering both the nu-
merical proportions between the two sets (e.g., a 50/50vs.
a 80/20 split) and the procedure adopted to partition the
documents (e.g.,n repeated random splitsvs.n-fold cross-
validation).

Furthermore, the question of how to formalize the
learning-curve sampling method and its associated cost-
benefit trade-off may cloud comparison further. For exam-
ple, the following two approaches have been used: (1) For
each point on the learning curve, train on some fraction of
the available data and test on the remaining fraction; or (2)
Hold out some fixed test set to be used for all points on the
learning curve. The second approach is generally prefer-
able: with the first procedure, points on the “high” end of
the learning curve will have a larger variance than points on
the “low” end.

Another important issue concerns the features used by
the algorithm and their contribution to the performances of
the algorithm. In IE, for instance, it would be relevant to
extensively investigate the effectiveness of the use of sim-
ple orthographic features with respect to the use of more
complex linguistic features such as PoS tags or semantic
labels extracted from gazetteers (Ciravegna, 2001b).

Apart from those problematic issues mentioned above,
there are some others that are specific to IE evaluation. A
first issue concerns how to deal with issues related to to-
kenization, which is often considered something obvious
and non problematic but it is not so and can affect the per-
formance of the IE algorithms.

A second issue is related to how to evaluate an extracted
fragment - e.g., if an extra comma is extracted should it
count as correct, partial or wrong? This issue is related to
the question of how relevant is the exact identification of the
boundaries of the extracted items. (Freitag, 1998) proposes
three different criteria for matching reference instancesand
extracted instances:

Exact The predicted instance matches exactly an actual in-
stance.

Contains The predicted instance strictly contains an actual
instance, and at mostk neighboring tokens.

Overlap The predicted instance overlaps an actual in-
stance.

Each of these criteria can be useful, depending on the
situation, and it can be interesting to observe how perfor-
mance varies with changing criteria. (De Sitter and Daele-
mans, 2003) mention such criteria and present the results of
their algorithm for all of them.

A third issue concerns which software has been used
for the evaluation. The only publicly available tool for such
aim is the MUC scorer. Usually IE researchers have imple-
mented their own scorer, relying on a number of implicit
assumptions that have a strong influence on performance’s
evaluation.

When multiple fillers are possible for a single slot, there
is an additional ambiguity – usually glossed over in papers
– that can influence performance. For example, (Califf and



Mooney, 2003) remark that there are differences in count-
ing between RAPIER (Califf, 1998), SRV (Freitag, 1998),
and WHISK (Soderland, 1999). In his test on Job Post-
ings (Soderland, 1999) does not eliminate duplicate val-
ues. When applied to Seminar Announcements SRV and
RAPIER behave differently: SRV assumes only one possi-
ble answer per slot, while RAPIER makes no such assump-
tion since it allows for the possibility of needing to extract
multiple independent strings.

De Sitter and Daelemans (2003) also discuss this ques-
tion and claim that in such cases there are two different
ways of evaluating performance in extracting slot fillers:
to find all occurrences(AO) of an entity (e.g. every men-
tion of the job title in the posting) or only one occurrence
for each template slot (one best per document, OBD). The
choice of one alternative over the other may have an impact
on the performance of the algorithm. (De Sitter and Daele-
mans, 2003) provide results for the two alternative ways of
evaluating performances. This issue is often left underspec-
ified in papers and, given the lack of a common software for
evaluation, this further amplifies the uncertainty about the
reported results.

Note that there are actually three ways to count:� one answer per slot (where “2pm” and “2:00” are con-
sidered one correct answer)� one answer per occurrence in the document (each in-
dividual appearance of a string to be extracted in the
document where two separate occurrences of “2pm”
would be counted separately)� one answer per different string (where two separate
occurrences of “2pm” are considered one answer, but
“2:00” is yet another answer)

Freitag takes the first approach, Soderland takes the sec-
ond, and Califf takes the third.

To summarize, an information extraction task should
specify all of the following:

1. A set of fields to extract.

2. The legal numbers of fillers for each field, such as “ex-
actly one value”, “zero or one values”, “zero or more
values”, or “one or more values”. For example, in
Seminar Announcements, the fieldsstime, etime
andlocation are “0-1”,speaker is “1+”; for Job
Postings,title is “0-1 or 0+”, required program-
ming languages is “0+”, etc. Thus, in the following
seminar announcement:

Speakers will be Joel S. Birnbaum and Mary
E.S. Loomis.

if the task specifies that there should be one or more
speaker, then to be 100% correct the algorithm must
extract both names, while if the task specifies that zero
or more speakers are allowed, then extracting either
name would result in 100% correct performance.

3. The possibility of multiple varying occurrences of any
particular filler. For example, a seminar announce-
ment with 2 speakers might refer to them each twice,
but slightly differently:

Speakers will be Joel S. Birnbaum and Mary
E.S. Loomis. Dr. Birnbaum is Vice Presi-
dent of Research and Development and Dr.
Loomis is Director of Software Technology.

In this case, if we adopt the “one answer per slot”
approach any of the following extractions should
count as 100% correct: ‘Joel S. Birnbaum, Mary
E.S. Loomis’; ‘Joel S. Birnbaum, Dr. Loomis’; ‘Dr.
Birnbaum, Mary E.S. Loomis’; ‘Dr. Birnbaum, Dr.
Loomis’; ‘Joel S. Birnbaum, Dr. Birnbaum, Dr.
Loomis’; ‘Joel S. Birnbaum, Dr. Birnbaum, Mary
E.S. Loomis’; ‘Joel S. Birnbaum, Dr. Loomis, Mary
E.S. Loomis’; ‘Dr. Birnbaum, Dr. Loomis, Mary
E.S. Loomis’; ‘Joel S. Birnbaum, Dr. Birnbaum,
Dr. Loomis, Mary E.S. Loomis’. On the other hand,
both of the following get only partial credit: ‘Joel S.
Birnbaum, Dr. Birnbaum’; ‘Mary E.S. Loomis, Dr.
Loomis’.

4. How stringently are matches evaluated (exact, overlap
or contains)?

While issue #1 above is always specified, issues #2, #3
and #4 are usually specified only implicitly.

4. Towards Reliable Evaluations
In the previous section, we have outlined a number of

issues that can hamper the efforts for comparatively eval-
uating different IE approaches. To fix this situation, some
steps are necessary. We propose a precise and reproducible
evaluation methodology for IE tasks. This includes the def-
inition of the exact experimental setup (both the numerical
proportions between the training and test sets and the pro-
cedure adopted to select the documents). This will guar-
antee a reliable comparison of the performance of different
algorithms.

Other initiatives that would help the evaluation within
the IE community include the correction of errors and in-
consistencies in annotated corpora. During the years a lot of
researchers have used the IE testbeds for performing experi-
ments. During such experiments minor errors and inconsis-
tencies in annotations have been discovered, and sometimes
corrected versions of the corpora have been produced. We
have been collecting such versions and will produce and
distribute new, “improved” versions of the annotated cor-
pora.

A final issue concerning annotations is the fact that
different algorithms may need different kinds of annota-
tions: either tagged texts (e.g., BWI (Freitag and Kushmer-
ick, 2000),(LP )2(Ciravegna, 2001a)) or templates associ-
ated with texts (e.g., RAPIER). Note that two of the most
frequently used IE testbeds (i.e., Seminar Announcements
and Job Postings) adopt two different kinds of annotations.
While transforming tagged texts into templates can be con-
sidered straightforward, the reverse is far from obvious and
the differences in the annotations which the algorithms rely
on can produce relevant differences in performances. This
raises the issue of having two different but consistent anno-
tations of the same corpus. We are collecting these different
corpora and making them available to the community.



Finally, to simplify running experiments, it would be
helpful to adopt a uniform format for all corpora, e.g. based
on XML. Adopting XML would also help solving the con-
sistency problem (mentioned above) between different ver-
sions of the same corpus. We are exploring the possibility
of adopting the approach standard in the corpora commu-
nity: creating one file containing the original text and one
for each type of annotations.

5. Conclusions and Future Work
The work reported in this paper aims at elaborating a

clear and detailed experimental methodology and propos-
ing it to the IE community. The aim is to reach a widespread
agreement so that future IE evaluations will adopt the pro-
posed methodology, making comparisons between algo-
rithms fair and reliable. In order to achieve this goal, we
will develop and make available to the community a set
of tools and resources that incorporate a standardized IE
methodology. This will include the creation of web pages
in the web site of the Dot.Kom project (www.dot-kom.
org) where these guidelines and resources will be made
available. They include:

Exact definition of the corpus partition One of the cru-
cial issues is that of the exact split between training
set and test set, considering both the numerical pro-
portions between the two sets (e.g., a 50/50vs. 80/20
split) and the procedure adopted to select the docu-
ments (e.g.,n repeated random splitsvs.n-fold cross-
validation). As is well known, different partitions can
affect the system results, therefore we will establish
the partitions to be used for the experiments.

Fragment evaluation Errors in extraction can be evalu-
ated differently according to their nature. For exam-
ple, if an extra comma is extracted should it count as
correct, partial or wrong? This issue is related to the
question of how relevant the exact identification of the
boundaries of the extracted items is.

Improved versions of corpora We are collecting the dif-
ferent versions of the standard corpora produced by
researchers so to compare the corrections introduced
and produce new versions which take such corrections
into account. The final aim is to distribute new, “im-
proved” versions of the annotated corpora.

Scorer Use of the MUC scorer for evaluating the results.
We will define the exact matching strategies by provid-
ing the configuration file for each of the tasks selected
and guidelines for further corpora.

Learning curve When working on learning algorithms,
the simple global results obtained on the whole cor-
pus are not very informative. The study of the learn-
ing curve is very important. Therefore all the evalua-
tions will involve computing a full learning curve. We
will define the strategy to be used for determining the
learning curve for each corpus.

Some work in such direction has already been done in
the framework of the EU Dot.Kom project, and further ef-
forts will be spent in the future months.
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