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ABSTRACT

Under traditional IP multicast, application-levét€ can only be
implemented on an end-to-end basis between theesemdl the
clients. Emerging overlay and peer-to-pee2d networks open
the door for new paradigms oétwork FEC The deployment of
FEC within these emerging networks has received Vittle
attention (if any). In this paper, we analyze amtirnize the
impact of Network-Embedded FEC (NEF) in overlay gitp
multimedia multicast networks. Under NEF, we pl&&eC codecs

in selectedintermediate nodes of a multicast tree. The NEF

codecs detect and recover lost packets within FE€kb at
earlier stages before these blocks arrive at degpermediate
nodes or at the final leaf nodes. This approachifsgntly

reduces the probability of receiving undecodabl€ Ftocks. In

essence, the proposed NEF codecs work as sigreieeggors in
a communication system and can reconstruct masteolbst data
packets without requiring retransmission. We dgvelan

optimization algorithm for the placement of NEF eos within

random multicast trees. Our theoretical analysid@ simulation

results show that a relatively small number of Nfelecs placed
in (sub-)optimally selected intermediate nodes afework can
improve the throughput and overall reliability drtinally.

1. INTRODUCTION

Overlay and peer-to-peem2p networks (e.g., [1]-[6]) are
becoming increasingly popular for the distributiofi shared
content over the Internet. Most of the studies cated for these
networks have focused on multicast tree buildingrtiier, these
studies assume that reliable transport and comngestintrol are
performed by the underlying end-to-end transpastqmol such as
TCP. However, this assumption may not be apprapriar
realtime multicast applications. More importantlye deployment
of FEC within these networks for realtime multimedia
applications has received very little attentiorafify).

In this paper, we analyze and optimize the impddNetwork-
Embedded FEC (NEF) in overlay ap@p multimedia networks.
The proposed NEF approach exploits these emergitvgonks by
placing FEC codecs aelectedinternal nodes within random
multicast trees. We develop a recursively optimgiokally sub-
optimum) scheme for the placement of a given (nmaimber of
NEF codecs within any randomly-generated multicesgtvork of
known (yet random) link loss rates. In essenceptoposed NEF
codecs work as signal regenerators in a commuaitaystem,
and hence, they can reconstruct the vast majaitg Sometimes
all) of the lost data packets without requiringraesmission.
Figure 1 shows an example of NEF.

(®) source (b) source

Al adhe

Figure 1 (a) In IP multicast, routers do not perform FEC (b) A
NEF codec in a multicast tree can recover lost data and parity
packets and send these lost packets downstream.

In the two forms of networks considered here, “tay¢r and

“p2p’ (e.g., [1]-[6]), multicast functions such as mesnkhip

management and data replication are promoted tagpécation

layer. Here, to distinguish it from p2p network, anoverlay

network is equivalent to aroxy-basednetwork [4]. In a p2p

multicast network, each node in the multicast tee also be a
multicast client (receiver). In a (proxy-based) e network,

only the leaf nodes are clients. Within both netgorand at each
intermediate node, data packets reach the applicddyer, and
then get replicated and forwarded. Hence, in batses (proxy-
based op2p), packet-loss recovery as an application leveliser
can be placed in the intermediate nodes of thearktw

We show through extensive analysis and simulatibasa small
number of NEF codecs can significantly improve theerall

throughput and the probability of decodable FECcksoover a
given multicast tree. These NEF-based networksbeadesigned
with the desired level of reliability for the dediny of realtime
multimedia (e.g., video and audio). The remaindehe paper is
organized as follows. Section 2 presents an awcalythodel for
Network-Embedded FEC routes within a multicast oekw
Section 3 describes and analyzes an optimizatiofr N&dec
placement algorithm. Simulation results are presgbin Section
4. A brief summary is presented in Section 5.

2. ANALYSISOF NETWORK-EMBEEDED

FEC ROUTS

Previous studies analyzed the packet-loss model FBC-
enhanced multicast trees (e.g., [7][8]). Theseistudre based on
the IP multicast model, in which intermediate nodks not

! Please note that both2p and proxy-basednetworks are forms of
overlaynetworks [4]. In this paper, we use the temerlay networkso
refer to proxy-based networks.



participate in FEC. Here, we study the packet-logslel of a
multicast tree when FEC codecs are placed in thermediate
nodes of a tree. In our analysis, we use the fatigwotations:

RS(n,k) Reed Solomon code witk data packets anf
n-k parity packets.

T: |T | A multicast tree with a root node& a total
number of node$ T |.

TSTSC A sub-tree rooted at some nod 1T but

does not include the nodé. The set of leaf

nodes of T ©.

P.(i) Probability that node/ L1 T receives exactly

i packets.

Pvlv—l (i, J) Probability that nodeV receivesi packets
given that its parenv — 1 sendsj packets.

p the packet loss probability between the link

fromV—=1to V

Similar to previous studies, we assume a binomgtfidution for
the packet losses. For node, if its parent V—21 sends |

packets, the probability that it receiviaspackets is:
-y J i~

I:)v|v—1(|’ J) _(I (1_ p) p (1)

When computing the probabilith (I) that a nodeV receives

exactlyi packets, we need to consider two cases; first,ongider
the case when the parent noWle=1 has no codec; second, we

consider the case when the parent néde 1 has a NEF codec.
If node V’s parent does not have a codec, the probabiliy th

nodeV receivesi packets is:

P.0) =Y. PPy i) @

Note that R, (i, ]) =0, 0] <i . In other words, nod&/

can receivel packets only when its parelt—1 sends at leadt
packets. For the root node 6f the tree, we define

: 0 O<isn-1
P.()= . 3)
1 I=n
Equation (2) is a recursive function, and henceh iite initial
condition from (3), we can calculate the probasziIPv (I) , for
any node V in the multicast tree, that it receives exactly
| packets. When a node has a codec f&R@, K) block, and if

that node receives less thda packets and cannot decode the
FEC block, it will just forward the received packets usual; if it

receives K or more packets, the node can decode the block and

reconstruct the original data. It can also repredilne lost parity
packets. In fact, a codec can produce more or tbss

n—kparity packets if desired; however, in this papee
assume that the NEF codecs reconstruct the origlatd and

reproduce the lost parity packets using the s&®{#), K) code.

These packets are then multicasted downstream. {€bign of
NEF codecs with an adaptive FEC erasure codeprigstdem that
we are currently pursuing, and it is beyond thepscof this

paper.)

A node that has a NEF codec and which recelfes | < n
packets will sench packets. IfV is the immediate child of a
codec, the probability that it receivéspackets becomes

> R()Rys (1)

k<i<n
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Once a nodeC is assigned a NEF codec, the probability

P,(i) for all vOOT© will change and need to be recomputed.
We use (4) to calculat®, (1) for the immediate children of the

codec. For nodes that are not immediate childfemandec, the
calculation of P, () is the same as equation (2).

Here we userdec to represent the probability that nodfe can

decode aRY(N, K) block:

P¥* =P (i2k) = Z P (i) )
i=k

We define the average decodable probability oka T for p2p
and proxy-based overlay networks, respectively, as:

dec
z Pvdec z P
dec _ vIIT-r — e
r
T |

. dec
(6) ! avg-leaf (7)

If we usel, (V) to represent the number of received data packets
(not including the parity packets received) of a&CHilock at node

V, then, E[r4 (V)] :ika(ih%iiﬂ(i) (8)

Here we assume that for RSN, K) block, if a node receives

i packets, on average 0n6k/ n)i are data packets. Forp2p
and overly networks, we define the data througlasut
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3. OPTIMUM PLACEMENT OF NETWORK -

EMBEDDED FEC CODECS

In this section, we develop a mechanism for pladifit- codecs
within a given network topology. In a large topofpgdentifying
the optimum locations for the NEF codecs is notidal task.
One objective is to place codecs in the intermediaides of a
topology to maximize the average throughput. Assgnthat the
loss rate for each link in the topology and the hanof codecs to
be placed are known beforehand, the problem islairto (but
different from) the well-knowrP-medianproblem [9][10]. AP-
median problem is to find® locations in the network to place
facilities in order to minimize the overall cost feervicing all of
the nodes. Generally, inRrmedianproblem, the cost to serve a
node is determined by theeight at the node and the distance
between the node and its nearest available facilitg P-median
cost has nothing to do with other facilities pladedhe network.
As we have seen in the previous section, in omleatculate the
decodable probability and throughput, we need towkrthe
locations of the codecs that have been placedairptth, not just
the immediate codec that serves the node.

Because the throughput at a node in a NEF netvsnpacted
by all the codecs placed along the path from tlewtento the
source (root), the dynamic programming approaches have
been used in previous network-placement problents, (ELO])
cannot be used to solve the NEF codec placemehtgono In the
following, we use a greedy algorithm to plazecodecs in the
multicast tree.

The greedy algorithm finds the best location fa fhist codec,
then the next best location for the second one,sandn. Once a
node is selected, an FEC codec is added to redgenang lost

data or parity packets. Lefl * J T be the sub tree rooted at
node CLT notincludingC. If Cis set as a “codec node”, only

those nodes/ J T ¢ will benefit from this selection; meanwhile,
the “codec node” C itself will not be affected. For nodes

VOT =T°F, everything remains unchanged. L&[r, (V)]
and E'[r; (V)] denote the average received packets for node

vOTSC before and after nodeC is set as a codec node,
respectively. We need to finccT that maximizes the

following: T%X Z € Ty W)]-E[ry(W])

VTS

(15)

A similar optimization objective function can bepegssed for
proxy-based overlay networks, except here the suiomgakes
place over the leaf nodes only. Under the propogezbdy
algorithm, we use an exhaustive search to findotst place for

the first codec, after we find the optimuﬁwDT node, we place
the codec at that node. We use the same methddde fhe next
codec; this process continues until all of theodecs are placed.

The proposed greedy algorithm does not guarantegolbal
optimum solution for the placement of thm FEC codecs.
Nevertheless, its performance has been very clogbe global
optimum. Table 1 shows the performance (in term@ughput)
resulting from the placement af=2 and 3 FEC codecs (within
100-node multicast trees) based on the greedy itiggr and

compares these numbers with the throughput of ttieah
optimum placement under three (average) packet+asss ()
over the multicast trees’ links. (More details dr tsimulations
are presented in the next section.) It is cleanftbe table that the
greedy algorithm provides an excellent set of (gftimum
solutions in all 6 cases covered in this example.

Table 1 Average Throughput:
Comparison between Optimal and Greedy algorithm

Num p=3% p=4% p=5%
of

opt reed opt reed opt reed
codecs p g y p g y p g y
2 98.5% | 98.4% | 93.9% | 91.9% 87.8%0 87.8%
3 99.1% | 99.1% 95.894 95.4% 90.4% 90.4%

4. ANALYSISAND SIMULATION RESULTS

We applied the performance analysis presented dooaegeneral
tree structure. We use the popular Georgia Techngtf11]
network topology generator to produce a set of 188-node
transit-stub graphs. For each graph, we use DglsstBhortest
Path First (SPF) algorithm to produce a tree roatea randomly
selected node. We used the greedy algorithm destrib the
previous subsection to place the NEF codecs imihiécast tree.
The number of codecs was increased from 0 to 1€erAdach
codec is placed, we calculate the improvement osraae
decodable probability and throughput. In additiorapplying the
above performance analysis on the ten 100-nods, tree used
thenetwork simulatorZns2) [12] with some modifications for the
support of the proposed NEF codecs in intermediates. We
modified the simulator to allow packets to reack thDP and
application layers. We have implemented a FEC Ubéhtand a
FEC application in the simulator. The analysis amulation
results were virtually identical. Below, and due #pace
limitations, we only present the analysis results.

As mentioned above, ing2p overlay multicast network, nodes in
the multicast tree are also end users, which @fterplaced at the
edge of the Internet. Each hop in the overlay ngtwaften
consists of several underlying physical hops. Tinjslies that the
loss rate of each hop could be higher than the tats of a
backbone link in an IP multicast model. Here, wevshresults
when the loss rate per-link is set to 3%, 4%, a¥d Bhese loss
rates are in accordance with previous studies A& .studied the
performance improvement under each of these ldes far a
variety of RS codes. Here, we present the resutis f
RY(255,223), which is a popular FEC code that has hardware

and software implementations. (The channel codiatg? rfor
RY255, 223) is 87.5%.)

2 This code rate may be high for some of the losssrttat are evaluated
in this paper. However, it is important to notetttiee main conclusions of
our study are valid regardless of the specific B&es used. In particular,
the proposed NEF framework can be used in one @fways. Under one
approach, g@ivenRS code is already being used (on an end-to-esid)ba
prior to adding any NEF codecs. In this case, NBR significantly
improve the overall throughput as shown extensibgiyour analysis and
simulations in this paper. Under another approaeh, reliable
communication infrastructure is already in placehisT reliable
infrastructure would be normally based on using/\@mservative (low)
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Figure 2 (a) Average decodable probability over all nodes. (b)
Average data packets throughput over all nodes

The average FEC block decodable probability anda dat
throughput for each tree were evaluated. The esalfe the
averages over all of the ten random trees that \aesdyzed.
Figure 2(a) shows the average decodable probalfiiwer all

nodes in p2ptree) when the loss rates are set to 3%, 4% and 5%

(Similar results where obtained for proxy-based riaye
networks.) When no codecs are added, the FEC ldeckdable
probabilities are very low for all three loss ratEsr example, if
the link loss ratio is 3%, the average decodabddaility is just
18.6%. As the codec number increases, we see aticancrease
in the decodable probability. It can be observet threlatively
small number of codecs can increase the decodablealpility
significantly. For a 3% per-link loss rate, thesficodec increase
the decodable probability from 18.6% to 76%; tliiest 3 codecs
increase the decodable probability to above 95%.eWthe
number of codecs increases to 10, the decodablbabilidy
reaches 99.9%; this implies that we can use NEd€hieve a very
high level of reliability while using a very high.4., efficient)
channel-coding rate. The results for the througtgsatshown in
Figure 2(b). For an averag@pnode, when no codecs are added,
the throughput is about 85% with per-link loss rate3%. The

FEC rates (i.e., much lower than the effective #mdnd channel
capacity). In this case, NEF can be used to sigamtly improve the
efficiency of the RS codes by increasing its ratgélevmaintaining the
same level of reliability provided by the originiaffrastructure. In this
paper, we focused on the first scenario to illustide benefits of the
proposed NEF-based framework.

first codec raises the throughput to over 95%. Vditty 3 NEF
codecs, the throughput increases to 99%. For adlpiideo
application, reducing the effective packet lossesf15% (85%
throughput) to less than 1% (higher than 99% thinpug) will

naturally have dramatic improvements in the decodatto

quality, both in terms of PSNR and visual perceptidnder high
losses, traditional end-to-end FEC could resord wignificantly
lower FEC coding rate (to lower the packet lossed achieve
high reliability). However, this reduces the effeetsource video
rate significantly. In this case, NEF could be utedaintain the
high reliability performance while increasing theE@ rate
significantly (i.e., increasing the effective soairgideo bitrate).
Either way, NEF provides salient and dramatic improents in
the delivery of realtime video ovpp and overlay networks.

5. SUMMARY

In this paper, we introduced and analyzed Netwombé&dded
FEC (NEF) ovemp2p and overlay multicast multimedia networks.
Under this framework, FEC codecs are placed inirttegmediate
nodes of a multicast tree. We implemented a sirapbeoptimum
codec placement algorithm on a general tree streictnalysis
and simulation results show that a small humberootecs placed
in the intermediate nodes of an overlay network significantly
improve the overall throughput and decodable pridibatBased
on a very large number of network simulations thatconducted,
NEF is very effective for small and large netwaskadlogies.
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