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Abstract

It is known that a data network may not be stable at the connection level under some
unfair bandwidth allocation policies, even when the normal offered load condition is satisfied,
i.e., the average traffic load at each link is less than its capacity. In this paper, we show
that, under the normal offered load condition, a data network is stable when the bandwidth
of the network is allocated so as to maximize a class of general utility functions. Using the
microscopic model proposed by Kelly [9] for a TCP congestion control algorithm, we argue
that the bandwidth allocation in the network dominated by this algorithm can be modelled
as our bandwidth allocation model, and hence that the network is stable under the normal
offered load condition. This result may shed light on the stability issue of the Internet since
the majority of its data traffic is dominated by the TCP.
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1 Introduction

There is no doubt that the Internet has been one of the most exciting and revolutionary tech-
nological developments in the past decade. The information flows along the Internet are still
increasing dramatically, and the traffic control of the information flows has been an important
issue in both the academics and the telecommunication industry. Currently, the majority of the
Internet traffic is dominated by various versions of TCP (the Transmission Control Protocol;
see for example Jacobson [7]), and a lot of efforts have been placed on the study of the TCP
congestion control. However, due to its complex nature, the behavior of the Internet traffic is
not fully understood yet and remains an active research topic. A better understanding of the
behavior of the Internet traffic will have great impact on the design and implementation of the
Internet of next generation. In this study, we aim to provide some insights into the connection
level behavior of networks supporting elastic traffic, which include the Internet.

It is known that a data network may not be stable under the normal offered load condition
(the condition (2)), i.e., the long-term average bandwidth requirement (offered traffic load) at
each link in the network is less than the bandwidth capacity of the link. Here the bandwidth of
a link is the amount of data that can be transmitted through the link in unit time, and roughly
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the network is said to be stable (at the connection level) if the expected number of ongoing
connections is finite. A simple counter-example for illustrating such unstability phenomenon is
described in detail in Section 2. In the counter-example, the number of ongoing connections
xr, (t) on the long route r; approaches infinity as time ¢ — oo, while the long-term average
bandwidth requirements p;, and p;, for links /1 and ls are less than the bandwidth capacities C,
and C}, of the two links respectively. A priority bandwidth allocation policy is employed in this
example. This presents a situation that the bandwidth capacity of a network is sufficient for the
data transmission requirement (i.e., the normal offered load condition p;, < Cj, and p;, < C,)
but is not fully utilized due to the unfair bandwidth allocation policy. Raised from the counter-
example, a challenge is to answer the question related to the Internet, “is a network dominated
by the TCP congestion control algorithm stable under the normal offered load condition?”

For this question, related results can be found in de Veciana, et al. [4] and Bonald and Mas-
soulie [3]. In de Veciana, et al. [4], it is shown that networks employing a bandwidth allocation
policy satisfying the (weighted) max-min fairness or the proportionally fairness criterion are
stable under the normal offered load condition. Readers are referred to Bertsekas and Gallager
[1] for detailed descriptions on the max-min fairness, and Kelly [8] and Kelly, et al. [10] on
the proportionally fairness. In Bonald and Massoulie [3], a stability result is also established for
networks employing a class of (p, a)-proportionally fair bandwidth allocation policies. This class
of bandwidth allocation policies, first proposed by Mo and Walrand [14], include the bandwidth
allocation policies satisfying the proportional fairness criterion and the minimal potential delay
criterion as special cases. (We should brief these bandwidth allocation policies later.) These
stability results strongly suggest that the network (such as the Internet) supporting elastic traffic
would be stable under the normal offered load condition. In these papers, the data networks
are modelled at the connection (flow) level, where a longer time scale is considered. Specifically,
the queueing of packets at links and the transmission rate adaptation at sources (end users) are
abstracted by assuming that the (equilibrium) bandwidth allocation adapts to the transition
of ongoing connections immediately. Such an abstraction, often referred to as “separation of
time scales”, is appealing when the time scale of the packet level rate control (e.g., the queueing
time of packets at links and the propagation delay) is small compared with the time scale of the
connection level dynamics (e.g., the transmission duration for a connection). Interested readers
are referred to for example Hui [6] and de Veciana, et al. [4] for more details on the connection
level models for data networks.

In this paper, we generalize the stability result in de Veciana, et al. [4] and Bonald and
Massoulie [3] and show that the network under a bandwidth allocation that maximize a class
of more general utility functions is stable under the normal offered load condition; see Section
2. By using a result in Kelly [9], which models the microscopic behavior of a TCP congestion
control algorithm, we show that our bandwidth allocation model does capture some important
characteristics of the macroscopic behavior of the network dominated by this TCP. Hence, it
can be used to argue that such a network is stable under the normal offered load condition. This
result may shed light on the stability issue of the Internet since the majority of its data traffic
is dominated by the TCP; see Section 3. We conclude in Section 4.

Finally, we introduce some notation and convention that are used throughout this paper.
The J-dimensional Euclidean space and its nonnegative orthant are denoted by R’ and Ri =
[0,00)7 respectively. Let R = R! and Ry = RL. Let Z, = {0,1,2,...} be the set of all
nonnegative integers. Vectors are understood to be column vectors. The transpose of a vector



or a matrix is obtained by adding a T as a superscript to it. The notation e, represents a vector
with the rth element equal to 1 and all the other elements equal to 0. The dimension e, can be
easily deduced from the context. The operator J;f is a shorthand for the partial derivative of
the first order differentiable function f(-) with respect to its kth variable, i.e.,
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2 A Markovian Connection Level Network Model Under An
Optimization-Based Bandwidth Allocation

Consider a network with a set of links L. Each link [ € L has a bandwidth capacity C; > 0,
i.e., the maximum amount of data that can be transmitted through the link / in unit time.
Let R be the set of all possible routes, with each route r being a non-empty subset of L. On
each route, connections are established and disconnected for data transmission dynamically. We
assume that the interarrival times of connections (flows) to the route r € R are an i.i.d. sequence
of exponentially distributed random variables with the mean arrival rate v,. We also assume
that the amount of data (or the size of document) to be transmitted by a connection in the
route r is exponentially distributed with the mean 1/u,. For and route r € R, let X,.(t) € Z4
be the number of ongoing connections in the route r at time ¢ > 0. Let A.(z) € Ry be the
bandwidth allocated to each connection in the route r, and A,(z) := z,.A\.(z) be the total
bandwidth allocated to the route r, where x, is the number of ongoing connections in the route
rand x = {z,,r € R}. We call X(t) = {X,(¢t),r € R} and A(z) = {A.(z),r € R} the
ongoing connection process and the (state-dependent) bandwidth allocation policy respectively.
We also call A(X(t)) the bandwidth allocation process. A bandwidth allocation A(:) is feasible if
conditions (4)-(6) are satisfied. For a network supporting elastic traffic, the bandwidth allocation
policy A(-) is often (implicitly) imbedded in the network traffic control mechanism and can
be modelled using an algorithm or an optimization problem (e.g., the proportionally fair, the
minimal potential delay and the max-min fair allocation policies mentioned in the introduction
section). Without loss of generality, we assume that each connection in the route r (r € R) is
allocated to a same bandwidth A, (x) given the ongoing connection state x.

Given the (state-dependent, feasible) bandwidth allocation A(-), the ongoing connection
process X (t) is a continuous time Markov chain and its transition rates are

Uy y=z+ep,
q(z,y) = A (z)[= ez ()] y=2—e, and x, > 1, (1)
0 otherwise,

for any ongoing connection states z,y € Zlfﬂ. The network model with the bandwidth allocation
A(+) is said to be stable (at the connection level) if the ongoing connection process X (t) is positive
recurrent. An intuitive implication of the stability is that the number of ongoing connections
will not blow up and has a finite expectation as time t — co. Let p, = v/, be the offered data
traffic load for the route » € R. An obvious necessary condition for the positive recurrence of
the Markov chain X (t) is the normal offered load condition, i.e.,

Zpr<C’l forl e L. (2)
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This condition implies that the long-term average bandwidth requirement at each link is within
the link capacity.

However, the normal offered load condition is not sufficient for the continuous time Markov
chain X (t) to be positive recurrent if the bandwidth allocation A(-) is not chosen properly. This
can be illustrated by the following counter-example, which is similar to an example in Bonald
and Massoulie [3].

Example. Consider a network with two links L = {l1,l2} and two routes R = {ry,m},
where the route r; traverses both two links and the route r9 traverses the link /o only; see Figure
1. Suppose that connections in the route r5 have higher priority than those in the route r; when
competing for the bandwidth of the shared link . That is, whenever there are connections in
the route rg, all the bandwidth Cj, of the link [y is allocated to the 7, connections. Suppose
that Cj, < C},. Then, the transition rates for this network read

Uy y=x+e andr € R,

wryCl, Yy =x—ep, and x,, > 1,

urCr, y=x—ep and x,, = 0,2, > 1,
0 otherwise.

q(x,y) =

By a careful thought, it is not difficult to see that the necessary and sufficient condition for the
positive recurrence of the continuous time Markov chain X (¢) = (X, (¢), X;, (1)) is

_ Pra

C )Ch and pp, + pr, < Cl,.

Pr1<(

2

This condition is strictly stronger than the normal offered load condition for this network, which
is

Pry < Cl1 and Pri T+ Pry < CIQ'

O
- link Iy | link [y route 7
|
route 79
Figure 1: A network with two links and two routes
Remarks. In this counter-example, the priority bandwidth allocation policy is employed

at the link lo. Such priority phenomenon exists in the current Internet due to various reasons
such as the followings. For example, some routes in the Internet differentiate the service among
different classes of data flows by giving priority to specific classes of data flows; see, e.g., Blake,
et al. [2]. O

In general, one would expect that the network be stable under the normal offered load con-
dition. From the above counter-example, we have seen that the bandwidth capacity realization



problem of a network is non-trivial. It remains a challenge to investigate whether networks sup-
porting elastic traffic such as the Internet are stable under the normal offered load condition. For
this problem, we describe and investigate a bandwidth allocation model, which generalizes those
in de Veciana, et al. [4] and Bonald and Massoulie [3]. In our model, the bandwidth allocation
A(x), for any ongoing connection state x € ZLR‘, is given as the solution to the optimization
problem below.

maximize Z Ur(xr, Ay), (3)
reR

subject to Z A <Cp forlelL, (4)
r:ler
A, >0 forreR, (5)
A, =0if 2, =0, forr e R. (6)

Here the utility function U, : R4 X R4+ — R4 (r € R) is continuous and second order differen-
tiable in (0, 00)? satisfying the following assumptions:

Ur(z,,0) =0, (7)
AU (0,A,) =0, (8)
RU, (xy, Ay) > 0 for any x, > 0, (9)
00U, (xy, Ay) > 0 for any z,, A, >0, (10)
U, (-, Ay) is bounded for any A, > 0, (11)
U, (zy,-) is concave for any fix z, > 0. (12)

The assumptions (7)-(9) are intuitively appealing. The assumption (10) may seems odd at the
first sight. Consider the pairs (x}, A,.) and (22, A,.) with 2! < 22, where more connections share
the bandwidth A, in the latter case. Then, 0oU,(x}, A,) < 02U, (22, A,) (by the assumption
(10)) merely says that increasing the bandwidth is more rewarded in the latter case. The
assumption (11) is a technical condition. The concavity assumption (12) simply says that
adding an additional bandwidth is more welcomed when the allocated bandwidth is smaller.

The following stability result shows that the network dominated by elastic sources charac-
terized by the above utility is stable under the normal offered load condition.

Theorem 2.1 Suppose that the normal offered load condition (2) is satisfied and the band-
width allocation process A(x) is determined by the allocation model (3)-(6). Then, the ongoing
connection process X (t) is positive recurrent.

Proof. Define the mean velocity vector Az € RE so that the equality
E[X(t) — X(0)|X(0) = z] = (Az)t + o(t)
holds for any ongoing connection state x. Then, given the transition rate of the Markov chain

X(t) in (1), we have
(Az)y = vp — prAr (), (13)



where A(z) = {A(z),r € R} is the solution to the optimization problem (3)-(6). According to
the drift criteria for the positive recurrence of a Markov chain in Foster [5] and Kingman [11],
it is sufficient to show that there exists a differentiable function V : Rf — R, satisfying

V(z) > 0 if and only if = # 0, (14)

V(z)>V(y)ifx>y>0, and (15)

V'(+) is bounded, (16)
such that, for some € > 0,

(Az)TV'(z) < —€ for any = # 0. (17)

Here V'(x) is the gradient with its ith component being 0V/dx;.

Fix x for the moment, and define W(n) = >, cp Up(2r,n,) for n € RT'. Since A(x) is the
solution to the optimization problem (3)-(6) and U,(x,,-) is concave for any fixed =, > 0 (see
the condition (12)), we have

(= A@@)"W'(n) <0 (18)
for any 7 satisfying constraints (4)-(6) with A replaced by 7. Let n° = (n?) with 70 = p.(1 +
6)1{z,>0}- Due to the normal offered load condition (2), for a sufficiently small positive number

§, n° satisfies the constraints (4)-(6) with A replaced by n°. Hence, substituting 1 with 1% in the
inequality (18) and by the definition of W, we have

>~ (pr(1+ )1 a, 50y = Ar(@)) - BUr(@r, pr (14 6)1 (2, 50)) < 0.
reR

Due to the assumption (8), this is equivalent to
Z (pr(1+0) — Ap(x)) - 02U (20, pr(146)) <O0.
reR

Hence, when x # 0, we have

Z (or = Ay) - U (2, pr(1+6)) < — Z pr - 6 - OoUr (2, pr(1+6))
reER reR

< —g};pr 10+ 0oUr(Lz,0p: pr(1+0)) < —minp, - - U (1, pr(1+6)) < =€ (19)

for some positive number e. The last inequality above is due to the condition (10), and the third
inequality is due to (9).
Now, define (the candidate Lyapunov function) V' (z) as

Vi)=Y /0 1 105U (y, pr (1 + 6))dy.

reR

It is direct to verify that V(z) satisfies conditions (14) and (15). The condition (16) is satisfied
due to the assumption (11). To verify (17), note that

(Ax)T @OV (2)) = Y (v — prhe(2)) - 1y U (2, pr(1+6))

reR

= Yo~ A @) U pr (14 8)) < —c,

reR



where the first equality is due to the equality (13) and the last inequality is due to the inequality
(19). O

Remarks. In Bonald and Massoulie [3], the utility function,
Ur(x,, A) = w,z®A7*/(1 — ) for r € R,

is considered for the bandwidth allocation (3)-(6). Here the real number o > 0 is a parameter,
and w, (r € R) are some pre-determined weights related to the route r. When the parameter
«a varies at « = 0, a — 1, @ = 2 or o — o0, the utility function corresponds to a maxi-
mum throughput, the proportional fairness, the minimal potential delay or the max-min fair
bandwidth allocation criterion, respectively; see Bonald and Massoulie [3] for more details. A
stability result for the network with this class of utility functions is also presented in their paper.
Their stability result, as well the earlier one in de Veciana et al. [4], is a significant step toward
a better understanding of the stability issue of the Internet, noting that any utility function is
only an approximation to the precise behavior of TCP. Moreover, it can be seen from our result
that their result is robust to certain changes in the utility function originally used in their paper.
O

3 Is the Internet stable?

The Internet is a system of interconnected computer networks, which has spanned all over the
world. The majority of data traffic on the Internet is controlled by various versions of TCP,
wherein end user systems adapt their data transmission rate in response to the delay and loss of
packets. In this section, we argue heuristically that the network dominated by a TCP congestion
control algorithm is stable under the normal offered load condition. This stability result may
shed new light on the connection level stability issue of the Internet, though we should realize
that it is impossible to provide a complete and satisfactory answer to such an issue in this study.

In Kelly [9], the bandwidth allocation for TCP is modelled at the microscopic level as follows.
[As pointed out in a contemporary work by Low [12], this model approximates the bandwidth
allocation of a network dominated by (various versions of) TCP Reno.| For any given number z,
of ongoing connections at each route, the bandwidth allocation A, is chosen so as to maximize
the utility function

U(z,A) = Z \/,;xT arctan <\[$r) Z/ raer y)dy, (20)

réR r leL

where 7). is the round trip time of route r € R, and p;(y) is the probability that a packet incurs
a congestion signal at the link [ when the bandwidth y has been allocated to the routes that
traverse the link. In this formulation, the FIFO scheduling policy is implicitly assumed for the
packet transmission at routers, and therefore all connections (on either the same route or some
different routes) that go through a link would experience the same congestion probability at the
link. The function U(z,-) is strictly concave for any = > 0, and hence, there exists a unique
bandwidth allocation A satisfying

oU (x, A
8(/\ ) 14 A2T2 ij Z As | =0. (21)
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For a well designed network, the congestion probability p; (3°,.;c, As) would be close to 0 when
the total bandwidth allocated to routes that traverse the link [, > ;- A, is less than the
capacity C;. However, when ) ., As approaches the capacity Cj, the congestion probabil-
ity pr (> 4.es As) would approach 1 quickly. Noting that the first term in the equation (21),

22\ —1
(1 + A{ﬁ ) , is always less than 1, we can regard the function (with respect to A)

P DIR
JET S:JES
in the equation (21), or the function
Zr:ler Ar
S [T ity
1er”’?

in the utility function (20), as a barrier function; see Luenberger [13]. Thus, the solution to the
equation (21) (or the maximization problem (20)) can be approximated by the solution to the
following constrained optimization problem:

.. V2z, AT, )
maximize Z
reR r ﬂx"

subject to  constraints (4) — (6),

arctan <

)

where the vector x is a given ongoing connection state. This is exactly an instance of the
bandwidth allocation model discussed in Section 2. According to Theorem 2.1, we claim that
the network dominated by the TCP (with the bandwidth allocation characterized as the above
optimization problem) is stable under the normal offered load condition.

4 Concluding Remarks

It was believed that the Internet would be stable (at the connection level) under the normal
offered load condition. However, it is difficult, if not impossible, to obtain sufficiently supportive
evidences from the current Internet. Hence, theoretical results to support or deny this belief
are preferable. In this paper, we first propose a Markovian network model with the bandwidth
allocation specified by an optimization problem. This is an idealized connection level, or macro-
scopic level model. Next, we prove its stability under the normal offered load condition. The
stability result is consistent with the common expectation that a long-term average throughput
with the bandwidth requirement being within the link capacity should be admissible. Finally,
this stability result, combined with a recent result in the microscopic modelling of a TCP con-
gestion control algorithm in Kelly [9], is used to heuristically show the stability of the network
dominated by the TCP congestion control algorithm under the normal offered load condition.
An assumption of the bandwidth allocation in this paper is that the instant traffic load at
each link can not exceed the link capacity; see the constraint (4). Concerning the practical
operation of data networks supporting elastic traffic (including in particular the Internet), one
may question whether such assumption would be realistic. For the Internet, when some links



are carrying multiple TCP connections, it is possible for there to be a steady-state packet drop
rate on those links, and for the (instant) arrival rate at those links to equal or slightly exceed the
link capacity. Future work will include investigating whether the results in this paper provide a
good approximation to this environment.

It is known that the exponential assumption on the document size of a connection is often
violated in the real network. Can we relax this assumption in our model so that the stability
result would be more robust? We believe that the relaxation would be a significant but chal-
lenging step toward a better understanding of the network dynamics. Under the exponential
assumption, the network can be modelled as a continuous time Markov chain for which analyt-
ical tools are available. To extend the model to allow more general document size assumption,
it is necessary to keep track of remaining untransmitted document sizes on all connections in
order to capture the network dynamics. For this purpose, more sophisticated stochastic model
is required and studying the stability for the network model with exponential document size
assumption would be helpful.
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