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Compression of MPEG-4 Facial Animation
Parameters for Transmission of Talking Heads

Hai Tao,Member, IEEEHomer H. ChenMember, IEEEWei Wu, and Thomas S. Huangellow, IEEE

Abstract—The emerging MPEG-4 standard supports the trans- animation parameters (FAP’s) that describe the face motions
mission and composition of facial animation with natural video. and renders the images at the receiver. The latter approach is
The new standard will include a facial animation parameter more appealing because it requires much less bandwidth and

(FAP) set that is defined based on the study of minimal fa- . . . . .
cial actions and is closely related to muscle actions. The FAP allows video editing and manipulation at the bitstream level.

set enables model-based representation of natural or synthetic The model-based approach divides the task into geometric
talking-head sequences and allows intelligible visual reproduction and articulation modeling. They are described by the MPEG-4
of facial expressions, emotions, and speech pronunciations atsynthetic/Natural Hybrid Coding (SNHC) group as the facial

the receiver. This paper addresses the data-compression issue of "¢ ... ) ) :
talking heads and presents three methods for bit-rate reduction definition parameters (FDP’s) and the FAP's, respectively. The

of FAP's. Compression efficiency is achieved by way of transform 9€0metric model defines the polygonal mesh of face and the
coding, principal component analysis, and FAP interpolation. associated skin texture from which visually realistic facial

These methods are independent of each other in nature and thus images from different view angles can be synthesized, and
can be applied in combination to lower the bit-rate demand of the articulation model deals with the deformation of static

FAP’s, making possible the transmission of multiple talking heads . : :
over band-limited channels. The basic methods described here geometric models to generate various dynamic effects for

have been adopted into the MPEG-4 Visual Committee Draft intelligible reproduction of facial expressions. In an MPEG-4
[1] and are readily applicable to other articulation data such talking-head transmission session, FDP data (if available) are

as body animation parameters. The efficacy of the methods is transmitted at the setup stage to initialize the geometric model.

demonstrated by both subjective and objective results. Later, only FAP data are transmitted to deform the facial model
Index Terms—Face animation, MPEG-4, synthetic and natural [8]-[10] (Fig. 1).

hybrid coding. Animation parameters, which have to be updated contin-

uously to drive a face model, play a key role in model-

|. INTRODUCTION based talking-head systems. The well-known facial action

coding system (FACS) developed by Ekman and Friesen

M ANY ap_phcanns in human—computer interface, three[ll] describes the action of a group of muscles by an ac-
I dimensional (3-D) video games, model-based vidgQ,, it In their system, an articulation model converts
coding [2], [3] talking agents [4], and distance leaming,o nerceptually meaningful animation parameters to 3-D
demand rendering of realistic human faces [5]__[7]' In r‘:ﬂisplacements of mesh vertices. Because the conversion is
cent years, computer speed boosted by dramatic hardwaige oy nonlinear and complicated, several approximation
|mpr9vement has. made real-time renderlng.of face .mo_d thods have been proposed and can be classified into four
poss!ble. Recc_)gmzmg the technology e_volut|on in this f'elﬁ'lajor categories: parameterized model [12]-[16], physical
and its potentlz_;\I m_arket value, MPEG_'S develo_plng a N&¥uscle model [17]-[20], free-form deformation model [21],
standard for animation and communication of talking heads. i, , performance-driven animation model [22], [23].

is envisioned that this standardization will greatly accelerate.l.he MPEG-4 standard will include a set of 68 EAP's that are

the Iqeptl_oyment of talking-head technology to a wide range 8Iafined based on the study of minimal facial actions and that
appications. age closely related to muscle movements [1]. The FAP set is a

There are two possible approaches to commumcatlong mpromise solution that allows intelligible visual reproduc-
i

;:lck'!:g-mhzags Vz;?]zofra-:-wrs]?n'tpslxtigbisse(ljt':p%o;(::s ;esng?rrs o 6 of facial expressions, emotions, and speech pronunciations
1al Imag ! uiting Imag YSaPlhe receiver end but does not require the standardization of a

pixels, whereas the model-based approach transmits the fa&g metric face model. Therefore, a manufacturer of MPEG-4

receivers can design its own proprietary face model to repre-
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Fig. 1. An FAP-driven talking-head system.

usage of the channel and because most applications envisdgedl parameters that describe the movements of facial features
have a low bandwidth constraint. As an illustration, assumirtefined over jaw, lips, eyes, mouth, nose, cheek, ears, etc.
that ten bits are used for each parameter and the frame rdtdike the low-level parameters, the viseme and expression
is 30 Hz, the raw FAP data rate without compression cgarameters describe facial movements at an abstract level,
reach as high as 20 kbit/s for a single talking head if alind each is a compound parameter consisting of multiple
68 FAP’s are sent. Handling more than two talking headsibparameters [1].
is beyond the capability of an ordinary computer modem The movement represented by each FAP is defined with
(56 kbit/s). Thus, the FAP data have to be compressed. Tfegpect to a neutral face and expressed in terms of the
FAP compression methods described here employ technigémsal animation parameter units (FAPU's); see Fig. 2. The
such as transform coding, principle component analysis, aRAPU’s correspond to fractions of the distances between
interpolation to remove temporal or spatial data redundangome salient facial features, such as eye separation (ESO0),
These methods are independent of each other and hence manth-nose separation (MNSO), etc. These units are defined
be applied together to achieve very high data compression ferorder to allow a consistent interpretation of FAP’s on
talking-head video. any face model. Each FAP represents a one-dimensional
The remaining sections are organized as follows. A brigieasurement. For example, the third FAPen.jaw defines
description of the MPEG-4 FAP’s and the associated groughe vertical displacement of the jaw and is unidirectional,
ing for efficiency purposes is given in Section Il. The subwith an FAPU MNS equal to MNS0/1024. A positive value
ject of FAP interpolation for data reduction and a genergépresents downward motion. Details of these definitions are
scheme for representation of FAP interpolation are discussgsscribed in [1].
in Section Ill. Compression methods that remove spatial orThe FAP’s specified by MPEG-4 are intended to be exhaus-
temporal data redundancy are described in Sections IV-Ye. Typically, not all the FAP’s are active in a face animation
The performance of the proposed methods, including bogBssion. Furthermore, some FAP’s tend to appear more often or
objective and subjective experimental results, is describedtérequire more precision than the others. For the purpose of bit
Section VII, followed by concluding remarks in Section Vlil.savings, therefore, it is advantageous to divide the FAP’s into
groups, each with its own quantization step size and FAPU.
A talking-head encoder will then have to update only the
Il. MPEG-4 FACIAL ANIMATION PARAMETERS active groups of FAP's. The complete FAP’s and groupings
As described earlier, MPEG-4 adopts a model-based sslopted by MPEG-4 are listed in Table |. By the same token,
proach that allows user-defined face models to communicaiet all FAP’s within a group are active. Therefore, further
with each other without requiring the standardization of @data reduction can be accomplished by employing a mask to
common face model. The result of this approach is thedicate which FAP’s are active, and only the active FAP’s
definition of 68 facial animation parameters as the basic datéhin each group are transmitted or updated. By applying the
set that must be supported by all MPEG-4 face decodemsasking to the test sequenééeta, for example, the number
Among the 68 FAP’s, two are high-level parameters [visuaff FAP’s required for transmission decreases to 19, and the
phoneme (viseme) and expression] and the others are lawsulting bit rate drops by a factor of 3.5 with respect to the
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TABLE |
THE TEN GrRourPs OF MPEG-4 FACIAL ANIMATION PARAMETERS

FAP's

viseme, expression

open_jaw, lower t midlip, raise b midlip, stretch 1 comerlip, stretch_r_cornerlip,
lower t lip_tm,lower t lip rm, raise b lip Im, raise_b_lip_rm, raise 1 comerlip,
raise_r_comerlip, thrust_jaw, shift_jaw, push b_lip, push_t_lip, depress_chin

close t 1 eyelid, close t r eyelid, close b 1 eyelid, close b r eyelid, yaw_|_eyeball,

yaw _r_eyeball, pitch_I eyeball, pitch r eyeball, thrust | eyeball, thrust r eyeball,
dilate_1_pupil, dilate_r_pupil

raise_|_i_eyebrow, raise r_i_eyebrow, raise | m_eyebrow, raise r m_eyebrow,

raise_|_o_eyebrow, raise r o_cyebrow, squeeze_| eyebrow, squeeze r eyebrow

puff 1 cheek, puff r cheek, lift 1 cheek, lift r cheek

shift_tongue_tip, raise_tongue_tip, thrust_tongue_tip, raise_tongue, tongue_roll

head pitch, head _yaw, head roll

lower t midlip o, raise_b_midlip o, stretch_|_cornerlip_o, stretch_r_cornerlip_o,

lower_t lip lm_o, lower t lip rm o, raise_b_lip_Im_o, raise_b_lip rm_o, raise_l cornerlip_o,

raise_r cornerlip _o

stretch_| nose, stretch_r_nose, raise_nose, bend_nose

Groups | FAP#
1 1-2
2 3-18
3 19-30
4 31-38
5 39-42
6 43-47
7 48-50
8 51-60
9 61-64
10 65-68

raise | ear, raise r_ear, pull | ear, pull r ear

Fig. 2. The FAP units.

setup stage when so desired. Details of the FDP’s are specified
in the MPEG-4 systems committee draft [28] and are beyond
the scope of this paper.

I1l. FAP INTERPOLATION

One way to achieve data reduction for talking heads is to
send only a subset of active FAP’s. This subset is then used to
determine the values of other FAP’s. Such FAP interpolation
exploits the symmetry of a human face or theriori knowl-
edge of articulation functions. For example, the top-inner-lip
FAP’s can be sent and then used to determine the top-outer-lip
FAP’s. The inner-lip FAP’s would be mapped to the outer-lip
FAP’s by interpolation. Those two contours are not identical,
but one can be approximately derived from the other while
still achieving reasonable visual quality. FAP interpolation is
a desirable tool to overcome channel bandwidth limitation. It
is also useful for data recovery where a face decoder needs to
determine the values of missing FAP’s caused by, for example,
imperfect face feature extraction at the encoder or by packet

raw data rate. Grouping and masking are simple but effectilss during data transmission.
methods for reducing the amount of FAP data to be transmittedn practice, it is critical that the decoder interpolate FAP’s
without introducing much computational cost. However, théhe same way as the encoder does. Otherwise, unpredictable
spatial-temporal redundancy among FAP’s is not exploited. Assults may be generated. A seemingly convenient solution
can be seen later, the methods presented in this paper compitess predefine interpolation rules in a standard with which
the FAP data by an additional factor of ten or even more. all FAP coders must comply. However, the relations among
The four major components in an MPEG-4 facial animatioRAP’s vary from person to person. It is generally difficult
system are an analyzer that generates FAP’s, an encoder thadecide a set of fixed interpolation rules that fits all faces.
compresses FAP’s and the FDP’s, a decoder that decodesRbeher, there are so many possible ways of interpolating
bitstream, and an image synthesizer that renders the face bas&'s, depending on which FAP needs interpolation and which
on the reconstructed FAP data. The FDP’s allow the definitid#AP’s are available. It is virtually impossible to exhaustively
of a precise facial shape, skin texture, and animation rule in tefine all of them. A more plausible approach using FAP
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Fig. 3. Data transmitted in a face animation session. (0)
bottom_inner lip FAPs
1 )
- — 2
interpolation table (FIT) is proposed in [29]. The basic idea ralse—?z—)““dhp 1 1
is to allow users to define interpolation methods and send .
. . L bottom_outer_lip FAPs
this information at the setup stage of each FAP transmission ©)

session. FIT specifies both interpolation syntax and interpola-

tion functions. The interpolation syntax describes from whicH9- 4 An FAP interpolation graph.

other FAP’s an FAP can be interpolated. The interpolation

functions describe the mathematical relations. The two majorin general, an FAP interpolation process based on the FIG
elements of FIT are an FAP interpolation graph (FIG), whicgan be described using pseudo C code as follows:
describes the interpolation syntax, and rational polynomials, do {

which specify the interpolation functions. FIG is an efficient interpolation_count = 0;

scheme capable of describing complicated relations between for (eachNode i) { /* from Node 0

FAP’s, while the multivariable rational polynomial is capable to Node N—1 */

of representing both linear and nonlinear interpolations and is if ( some FAPs in Node_i

general enough to describe FAP-to-mesh interpolation as well. need interpolation) {

The FAP interpolation table is also downloaded in the setup for (each ordered Node_i’s

stage when FAP interpolation is required in the face animation parent nodes Node k) {

session, as shown in Fig. 3. if (all FAPs are
available in Node k) {

A. FAP Interpolation Graph interpolate FAPs

in Node_i from

FAPS in Node k;

/* using interpola—
tion function */
interpolation_count

To make the scheme general, sets of FAP’s are specified,
along with a graph between the sets that specifies which sets
are used to determine which other sets. In some situations, a
set of FAP’s can be determined from more than one other set of
FAP’s, in which case the links that determine the relationship

between sets of FAP’s also have a priority. :rt’ak_
The FIG is a graph with directed links. Each node con- ’
tains a set of FAP’s. Each link from a parent node to a }
child node indicates that the FAP’s in a child node can }
be interpolated from a parent node provided that all the }
required FAP’s in the parent node are available. An FAP }wh].;le (interpolation count ! = O);

may appear in several nodes, and a node may have multiple
parents. For a node that has multiple parent nodes, the laBeth encoder and decoder must follow the same interpolation
are ordered as first parent node, second parent node, ptocess in order to guarantee identical results.

During the interpolation process, if this child node needs

to be interpolated, it is interpolated from its first parenB. Interpolation Functions

node if all required FAP’s in that parent node are available. £5-h directed link in FIG represents a set of interpolation

Otherwise, it is interpolated from its second parent node, afghctions that determine the values of child FAP's. Suppose

So on. _ _ B, F»,---, F, are the FAP's in a parent node anf,
An example of FIG for representing the interpolation of. f., are the FAP’s in a child set. Then, there ane
inner- and outer-lip contours is shown in Fig. 4. Each no ﬁt7erpo7latri,(l)n functions denoted as ’

has an ID. The numerical label on each incoming link in-

dicates the order of these links. For example, consider the fi=0L(F, By, - F)
top_inner_lip FAP’s in node 3 (ID= 3). These FAP’s can fe=L(I, Iy, -, F,)
be interpolated from either node 1 or node 4. Since the priority ...
of the link from node 4 is one, higher than that of the link from Fn = Ln(Fy, Fry oo, F) (1)
node 1, interpolation from node 4 is performed first. Once an moTamAs ) B2 T S

FAP is interpolated, it is considered available and can be usgdch interpolation functiorf;() is in a rational polynomial

to interpolate other FAP's. form if the parent node does not contain viseme FAP or
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Otherwise, an impulse function is added to the numerator to
allow selection of expression or viseme

I(FlaFQa aFn)
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=0 j=1 =0 j=1

Fig. 7. An FIT for describing an expression.

3
_ 3) lower_t_midlip o (denoted asf;) in the form of f; =
where K and P are the numbers of polynomial products, Fi(l — (B /F.._)?), where I is the maximum range

andb; are the coefficient of théh product, and;; andm;; are of 7, simply emulates the effect of upper-lip thinning when
the power off; in theith pr(_)duct. An imp_ulse function equalsit is raised (Fig. 6).

one whenry,; = a;; otherwise, the function equals zero. The 1q second example illustrates the usage of FIT for defining
variable’;, can only beviseme_select, viseme_select2, g pigh Jevel expression FAP in terms of other low-level FAP's.
expression_selectl, andexpression_select2. The varl- iy "7 shows a FIG that accomplishes this task. There are two
able a; is an integer that ranges from zero to six Whefoqes Node 0 contains four subparameters of the expression
Fy, IS expression_selectl OF expression select2, and pap the two expression identities FAPand FAR; (denoted
ranges from zero to 14 whef, is viseme_selectl OF ,qp andf,), and their intensities FAR and FAR; (denoted
viser'ne_selectQ. The en_coder should send an mterpolatlogng andFy). VariablesF; and F range from one to six, rep-
function table that contains ak, P Six @iy Ciy biy Lij, anc_j resenting one of the six expressions: joy, sadness, anger, fear,
mi; to the decoder for each child FAP. Because rationglsq, st and surprise. Variablég and £, range from zero to
po_lynpmlals fo_rm a complete ity space, any possmé%, indicating the intensities of these two expressions. Node 1
finite interpolation function can be represented in this form tg,,:-:ns 27 low-level EAP’s for this specific implementation.

max

any given precision. Thus, a total of 27 interpolation functions need to be defined.
Each function is in the forny; = 3% 8(F1 — j)pi;Fs +
C. Examples of FIT 2]6:1 8(Fy — pisFa; i =1, 2, ---, 27, where§(Fy — j) is

Two more examples of FIT are given below for illustraan impulse function that equals one when= j and equals
tion purposes. The first example describes the interpolatinero otherwise. For a particular expression, or equivalently, a
between left and right FAP’s and the interpolation betweeggarticularj, p;;, ¢ = 1, 2, ---, 27 are low-level FAP values
inner- and outer-lip contours. The FIG of this example ithat achieve that expression. These values are either extracted
shown in Fig. 5. There are four nodes with ID’s from zerdrom real data using the principal component analysis (PCA)
to three. Nodes 0 and 1 each have ten FAP’'s representieghnique, which will be discussed in the next section, or
inner (FAR—FAP;3) and outer (FABR—FAPs) lip contours, obtained from interactive animation tools.
respectively. Similarly, there are 23 FAP’s in both nodes 2
and 3 representing right-side and left-side faces, respectively.

The interpolation functions between nodes 2 and 3 are sim-A more general tool for exploiting both deterministic and
ply duplications. Thus, we havg = F;, i =1, 2, ---, 23, statistical correlation among FAP’s is PCA [30], which con-
where I'1—F53 denote right-side or left-side FAP’s arfd—f23  verts the original FAP data to a new compact form. Application
denote FAP’s of the other side. Interpolation functions bef this technique is motivated by the observation that different
tween inner-lip and outer-lip FAP’s are more complicatedarts of a human face are articulated harmoniously and, though
and vary significantly from the individual face. An inter-fixed relations may be absent or difficult to deduce, statistically
polation function fromlower_t midlip (denoted asfi) to a strong correlation exists.

IV. REDUCTION OF FAP SPATIAL REDUNDANCY
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To apply the PCA technique, major axes are computed as
the eigenvectors of the covariance matrix computed fromFAP  pap .y Jf @ |— Entropy
vectors. Each FAP vector is formed by FAP’s at a particular - Coding
frame. The eigenvalues of the covariance matrix indicate
the energy distribution. The major axes corresponding to
significant eigenvalues form a new low-dimensional subspace
in which most portions of FAP data are reserved. Compact Memory
representation is obtained by projecting the original FAP
vector into this subspace, and then the new representatigf) 8. Block diagram of a predictive coder.

is transmitted through the channel. Projecting the transmitted

data back to the FAP space produces good approximations of )
the original FAP vectors. The projection process is also call&gsults only if the measurement of each vector element has

— bits

1Q

the Karhunen-Loeve transform (KLT) [31]. approximately equal significance, which is not true for FAP.
To formalize the above process, suppose the original FA®r example, the numerical ranges of the eye-movement FAP’s
vectors arev, vs, - -, v,, and eachy; is a column vector &€ much larger than those of the FAP’s around the mouth.
that containsn FAP’s in a particular frame. Then, the x m Their measurements have remarkably different significance. A

covariance matrix is computed as coding error of 50 FAPU’s on eyeball-rotation FAP’s may
" leave no trace in the animated images; however, visually

C = 1 Z (v; — T)(v; — g)t (4) irritating results are observed if this amount of error is in any

n—1o mouth FAP. A meaningful PCA is achieved only inside each

where? is the mean of;. Since for most FAP’s the averageFAP subgroup, in which FAP values have similar significance.
positions are at neutral expression, or zero, the covariance

matrix is simply written as V. REDUCTION OF FAP TEMPORAL REDUNDANCY
1 ™ . In a temporal sequence of each FAP parameter or each
C= n—1 Z Vil - (5) PCA major componeny;, strong interframe correlation exists.
=1

) ) i . . . Actually, the similarity between consecutive temporal frames
Since C' is a nonnegative definite matrix, all eigenvaluegynears in most animation parameters and can be explained as
are nonnegative real values. We denote them in descendind reyt of the inertia factors existing in all mechanical sys-
order ashi, Az, ---, A, @nd their corresponding normalizede s compression techniques in temporal domain exploit this
Igenvectors asuy, uz, -+, ty. SUppose that the firsk  oparacteristic to achieve bit savings. Two schemes discussed in

eigenvalues are significantly large, or that the percentageffs section are the predictive coding (PC) and discrete cosine

energya = Y. A/ 37 \; exceeds a certain thresholdiyansform (DCT) methods [32].
thesek eigenvectors then form a subspace that preserves most

of the information inv;. Eachw; is transformed into this new A. PC Method

subspace by performing a linear transformation " .
Instead of transmitting the parameters themselves, the dif-

t
Z} ferences between consecutive frames are encoded and sent.
G = _2 ;. (6) Because neighboring frames for each parameter contain similar
: values, the differences between the parameters tend to be
ul, smaller quantities centering around zero. Fewer bits are needed

The derivedk-dimensional vector; is encoded and transmit- to represent these differences as the result of their smaller data
ted. To approximate; from ¢;, the following linear transfor- ranges and concentrated distributions. The block diagram of a
mation is executed at the decoder side: variable-length predictive encoder is shown in Fig. 8.
. For each FAP, its encoded value in the previous frame is
b=l wa ke (") Used as the prediction for its current value. Because both de-
PCA reduces dimension dramatically for FAP data witBoder and encoder use this same prediction, error accumulation
strong spatial correlation. Although some new componentsavoided. The prediction error (i.e., the difference between
of ¢; may possess larger data ranges and need more bitstf@ current FAP value and its prediction) is then quantized
coding, overall, significant bit savings are achieved. Also (iind coded using an adaptive arithmetic coding algorithm. This
addition tog;), u;, j = 1, - - -, k, for each FAP sequence needgrocess is also called interframe coding and is the bit-saving
to be sent in the setup stage to ensure that the decoder corresiiyrce.

recoversy;. For a low-bandwidth system with limited room for Intraframe coding, on the contrary, directly encodes the
downloading, a set of universal major axesis pursued so quantized FAP value. It is equivalent to set the value in
that both encoder and decoder include this KLT and no expli¢iemory” to zero. A typical transmission session applies
setup is necessary for each sequence. This universal transfomraframe coding for the first frame or a frame that is not
can be obtained by applying PCA to large amounts of trainingosely related to its previous frame.
data that sample various facial movements. A noteworthy problem in the FAP predictive coding scheme
Another important issue that deserves further discussionisshow to set the appropriate quantization step size for each
group PCA. It is well known that PCA provides meaningfuFAP. Both its visual sensitivity to errors and its original data
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range need to be considered simultaneously. For example, the _
jaw movements can be quantized more coarsely than the i 11- Block diagram of a PCA- PC coder.

moyemen.ts W,'thOUt affectmg the perceptual .qual|ty of the % its perceptual sensitivity to error. Because the dc coefficient
sulting animation. Equivalently, this problem is also address the mean value of the segment and is prone to error, its

as, for a given transmission bandwidth, how to achieve the best 7 ation step size is three times smaller than that of ac
visual results by adjusting the bit distributions of each pararz officients

eter through setting its quantization step. Extensive empiricaIFOr quantized dc coefficients, the predictive coding method

results are |nd|spgnsable to deduce a plausible S,Oll_mon' is applied to take advantage of the correlation between them. In
Because there is no temporal latency, the predictive COd'Qﬂ intrasegment, the quantized dc coefficient value is directly

scheme s suitable for real-time applications. In many othgf, o For an intersegment, the quantized dc coefficient of the
situations, however, a small decoding latency in exchange {9k ious segment is used as a prediction, and the prediction

a higher compression is tolerable. An example of this YR&or is coded using the Huffman coding method
of application is a multimedia mailing system with a front- For the nonzero ac coefficients in each segment, their

end talking ag_ent, where the Coqed ,FAP sequences are usgﬁg&tions and values need to be encoded. To encode their
stored on a disk. For such applications, the transform codifjgsitions, a run-length coder is applied to record the number
method is an appropriate choice. of leading zeros. A special symbol is defined to indicate the
last nonzero ac coefficient in a segment. Since the segment
B. FAP Coding Using DCT length is 16, possible run-length values range from zero to 14.
At video rates such as 30 or 25 Hz, strong correlation exiéﬁerefore, taking thend_of _segment symbol into account,
e Huffman table of the run-length coder contains 16 symbols.

not only between consecutive frames but also among multi | f fficient th ded usi
neighboring frames. KLT is applicable for decorrelating orig: I?lu\;fe:nu;r? é)o(;lé)rnzero ac coetiicients are then encoded using

inal data into a compact representation for data reduction dn' 1U" - . o
a manner similar to that described in Section IV. However, As in the predictive FAP coding scheme, quantization steps

the temporal causal relations, or Markov properties, exist ﬂ'?ed to be carefully assigned to each parameter. Again,

facial articulation. It is well known that when a signal iSempmcal results are used to determine these values. To further

Markovian, the decorrelation efficiency of faster and simpleel)(pIOIt the hum.an perceptL_laI properties, d|ffe.rent quann;anpn
teps are assigned to different ac coefficients. Subjective

DCT approaches that of KLT. DCT converts the original datd . . T
into their frequency domain representations, namely, dc and%&perm;eg(t;need t(.) b? conducted on the.f.rejgltmk? ahr;gleaéo:.
coefficients. Since FAP data have relatively low frequenci seto _quantlzatlon steps are specified in the )
most high-frequency ac coefficients are small and can egésual Committee Draft [1].
discarded. This dramatically reduces the amount of data that
need to be transmitted. VI. REDUCTION OF FAP SPATIAL
A block diagram of the proposed DCT coder is shown in AND TEMPORAL REDUNDANCY
Fig. 9. For each FAP parameter or PCA component, the tem-Compression methods in spatial domain are orthogonal to
poral sequence is decomposed into segments. Each segmentpression schemes in temporal domain in the sense that the
contains 16 frames. A one-dimensional length-16 DCT is théormer exploit the correlation among FAP’s in a single frame,
applied to these individual segments. whereas the latter take advantage of the temporal correlation
After DCT, the resulting dc and ac coefficients are quamf each FAP parameter. They can be combined in a hybrid
tized. Similar to the predictive coding scheme, for each FAftheme to achieve higher compression performance. Fig. 10
parameter, a particular quantization step is specified accordaggscribes possible ways of configuring this type of scheme.
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Fig. 12. Using FIT onMarco30 sequence. Frames from the (a) original sequence and (b) decoded sequence.

FIT allows variable FAP inputs in each frame. For exampleriginal and the reconstructed FAP data:
in one frame, the FAP for raising the left eyebrow exists but the 1 N R2
FAP for the right eyebrow does not; in another frame, the FAP PSNR = 10" log <— Z <—12>> (8)
for raising the right eyebrow appears but the FAP for the left N \MSE,
eyebrow does not. A FIT for left—right duplication will easilywhere IV is the number of active FAP'sR; is the range of
handle both situations and interprets both frames correcttie ith FAP parameter, and MSEs the mean square error of
PCA, on the other hand, requires ro priori knowledge the decodedth FAP sequence.
about the data but the same set of FAP’s must appear in allfo inspect the results subjectively, the original and the
frames. Neither FIT nor PCA introduces temporal latencyeconstructed FAP data are fed into a face-animation program
Different applications may choose the appropriate one fprovided by MIRALAB of EPFL, Switzerland. Rendered
FAP dimension reduction. Fig. 11 shows the block diagraahimation sequences are visually compared side by side to
of a hybrid scheme using PCA and PC. “Q" is a quantizejvaluate the perceptual effects of distortion. Even at the same
and “IQ" is an inverse quantizer. Prediction is stored IPSNR and bit rate, animation results can be dramatically dif-
“Memory.” ferent if the bits are distributed to each parameter differently.

Because the predictive coding method can achieve losslgggny subjective tests have been performed to choose a set
coding, it is the first candidate for temporal compressiogf FAP quantization steps that consequently leads to visually
when fidelity is the major concern. However, when the FABptimal bit distributions. A general observation is that humans
sampling rate is relatively highX10 Hz) and therefore strong are very sensitive to distortion in global motion FAP’s and
correlation exists in each temporal segment, the predictigdp’s around the eyes and mouth. With this factor in con-
method is less efficient than the DCT method. sideration, relatively smaller quantization steps are applied to

these FAP’s. A set of FAP quantization steps is defined in [1].

VIl. EXPERIMENTAL RESULTS A. FIT Results

Results on three FAP test files are shown in this section. InExperiments on FIT have been conducted on eco30
all test files, the FAP’s are sampled at 30 frames/s. The fimd Emotionssequences. By defining left side to right side,
sequencévlarco30contains 1542 frames, 32 active FAP’s peinner lip to outer lip, bottom-mid lip to open jaw, and middle
frame. The facial movements in this sequence include gloklebrow to side eyebrow interpolations, only 13 of the original
head motions, expressions, and speech. The second sequ8AceAP’s in Marco30 sequence need to be transmitted. The
Emotionshas 1050 frames and 27 active FAP’s in each framterpolation functions are either duplications or in the form
and contains six facial expressions. The third sequédleta described in Section IlI-C. This process dramatically reduces
contains 300 frames and 19 mouth-related FAP’s in eatlre data volume by a factor of 2.5. Then, from these 13
frame. Only speech contents appear in the sequence. FAP’s, 19 untransmitted FAP’s are interpolated. The resulting

For objective comparison, the following formula is used t6AP data are compared subjectively with the original data.
compute the peak signal-to-noise ratio (PSNR) between ths shown in Fig. 12, the first row contains frames from the
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Fig. 13. FIT results for expression “surprise.” Only expression FAP is sent —®—pca+dct] |

for each frame, and the 27 low-level FAP's are interpolated from it using FIT.
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the second row includes results by FAP interpolation. ThFe 6 c ] s alet
difference is almost unnoticeable. '9- 20. Lompression resulls Blieta sequence.

In the second experiment, the expression “surprise” Hbrizontal axis is the total number of bits for each sequence;
the Emotions sequence is analyzed using PCA and FlThe vertical axis indicates the PSNR values. Eventually, the
as described in Section IlI-C. The interpolation from FAP3redictive method becomes lossless at a high enough bit rate
(expression) to 27 other FAP’s (FAP3-FAP13, FAP19-FAP2fhot shown). It achieves better PSNR than other methods.
and FAP31—FAP38) is derived. The data-reduction ratio is Fhe predictive Coding scheme is simp|e to imp|ement and

to 4. Note that there are four subfields in the expression FAB.used as the base method for all performance comparisons.
Again, as shown in Fig. 13, convincing animation results are

achieved. An important conclusion of this experiment is thgt Results of PCA Method
FIT is also a suitable scheme for transmitting the definition
of expression or viseme FAP’s during the setup stage of %
animation session.

The PCA results obtained show that to preserve 98%
Pthe signal energy, six principal components are needed
for the Aleta sequence, seven components for Erotions
sequence, and nine for thdarco30 sequence. These values
B. PC Method are determined by applying PCA independently to each se-
The PC algorithm is implemented and tested on adjuence. To obtain a universal KLT, all sequences have to be
three sequences. For each FAP parameter, we use c¢basidered simultaneously. Our results show that around ten
corresponding quantization step defined in the MPEG#ajor components are required in a universal basis for these
Visual Committee Draft [1]. The final quantization step sizéhree sequences. This implies a dramatic cut in bit rate for the
is determined by multiplying each FAP’s quantization stellarco30 and Emotionssequences. For thAleta sequence,
by fap_quant. The fap_quant iS used to adjust the total since after KLT most values of those ten components are very
bit consumption, and the quantization step of each individusinall, further savings are achieved by applying a temporal
FAP controls the bit distributions among different FAP’scompression scheme to them. The bit savings of the PCA
By adjusting fap_quant, a PSNR versus total-bit-numbermethod is due to the compactness of representation.
curve is obtained for each FAP sequence. Such curves ar®esults of the PCA method concatenated with a temporal
shown in Figs. 14-16, labeled “PC”. In these figures, theredictive coding scheme on the three test sequences are
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(b)

Fig. 17. PCA+ PC results oEmotionssequence (PSNR: 34 dB, bit rate= (.24 kbit/s). Frames from the (a) original and (b) decoded sequence.

shown in Figs. 14-16, marked with a PGA PC label. By are weakly correlated. This reduces the overall compression
adjusting the quantization scalar factor for all FAP’s, differerngerformance. On the other hand, when the segment length is
bit rates are obtained. Since not all transformed componerd® small, more dc coefficients need to be coded, and the total
are kept, this method is always lossy. PSNR versus bit-rai@mber of nonzero ac coefficients also increases. These two
curves of the PCA method tend to be flat at high bit rates. THigctors combined affect the total efficiency.
is caused by the fact that not all components are reserved ilms mentioned in Section V-B, the quantization step for
the coding process. No matter how many bits are allocated fch FAP parameter is deduced according to a perceptual test.
encoding these components, the errors caused by the disca@gﬁenuy, a single quantization step is applied to all ac co-
components are unavoidable. At higher bit rates, where tBficients in each segment. A more sophisticated quantization
quantization error is small, PSNR increases when more PGfneme based on experimental results will achieve an even
components are kept. o better compression ratio. Another issue of the DCT scheme is
At low bit rates, the PCA+- predictive coder outperforms ¢qncemed about the quantization step for dc coefficients and
the predictive coder by approximately 3-10 dB. This is bgre quantization step for ac coefficients. If the quantization
cause fewer parameters are encoded after KLT. Though Some, for e coefficients is too small (relatively), more bits will
parameters may Use more bits than the original F’_A‘P' the 9 allocated for the dc coefficients but not enough bits for the
number of bits decreases for the same PSNR. Fig. 15 shq S coefficients. As a result, the animated face may lack the

that at 0.24 kbit/s (or a total of 8500 bits), a PSNR of 34 d tailed movements and therefore is less expressive. On the

Is achieved when nine components are transmitted after KI‘other hand, if the quantization step for dc coefficients is too
Similar bit savings are demonstrated in Figs. 14 and 16. ' q P

. : . large, jerky motion will be observed at segment boundaries.
In Fig. 17, frames from the animatd@motionssequence Erom our experiments. the dc quantization sten should be about
are shown. The first row is created from the origiBatotions urexper ' quantizal P u u

sequence. The second row contains animation frames frg?ﬁeﬁ tl(;nes s;nal_ler than tfhel.\llac .quz;ntlzatlon s1t2ep. )
a reconstructed FAP sequence with a bit rate of 0.24 kbit/s' "¢ d¢ predictive error falling in the range 6255 to 255
and a PSNR of 34 dB. More experimental results are al5@SSigned a symbol in the Huffman table. An "ESC” symbol

demonstrated in [33]. is defined if it_ exceeds this range. More bits are then allocated
to encode this value. As a result, the Huffman table for dc
D. DCT Method predictive errors contains 512 entries. Coding of ac values

To implement the proposed DCT method, the temporHfes a similar strategy, and the corresponding Huffman table
segment length, the quantization steps for each FAP, thl§o contains 512 symbols.
predictive coding scheme for dc coefficients, and the codingThe performance of the proposed DCT method is shown
method for the positions and values of nonzero ac coefficieriis Figs. 14-16, labeled with “DCT.” It is found that when
have to be determined. PSNR is around 30 dB, the average total bit number is about
Currently, segment length 16 is determined from empiricaD% less than that of the predictive coding method. Fig. 18
results. When the segment length is too large, more nonzsimws (a) the rendered sequences using the oriaato30
ac coefficients appear because FAP data in each segnmsmtjuence and (b) the reconstructed DCT sequence at a bit
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(b)

Fig. 18. DCT results oMarco30sequence (PSNR- 34.7 dB, bit rate= 0.4 kbit/s). Frames from the (a) original and (b) decoded sequence.

TABLE || TABLE Il
BiT RaTe (bit/s) FOrR Marco30 SEQUENCE UNDER DIFFERENT PSNR BiT Rate (bit/s) FOR EmotionsSEQUENCE UNDER DIFFERENT PSNR
PSNR 20 dB 30dB 35dB 45dB PSNR 20 dB 30dB 35dB 45dB
< PC 311 564 934 2191 . PC 391 742 914 1742
7 E PCA+PC 243 284 738 - %8| PCA+PC 245 248 251 305
=5 = 5
g 2 DCT 156 284 452 1211 £ DCT 138 170 215 374
o
© | pca+DCT 44 100 916.42 - © | pcA+DCT 48 56 70 117
rate of 0.4 kbit/s (or totally, 20 000 bits) with PSNR equal to , | TABLE IV
34.7 dB. In Fig. 19, the FARpen_jaw is plotted. The solid BiT RatE (bit/s) For Aleta SEQUENCE UNDER DIFFERENT PSNR
curve is for the original sequence, and the dotted curve is for pPSNR 20 dB 30dB 35dB 40dB
the reconstructed sequence. ) PC 773 1454 1897 1375
Qo
E. PCA+ DCT Method 23| PCA+PC 273 556 779 1061
g )
. . . =
In Section VII-C, a hybrid FAP compression schemegf £ DCT 249 899 1315 1765

using both PCA and PC methods is discussed. An alternativé | pca+DCT 112 581 855 1434
approach is to replace the PC module with the DCT scheme.
In Figs. 14-16, results using this approach are shown. Then spatial FAP compression schemes, no coding latency is
curves are labeled “PCA- DCT.” For all three sequences,introduced. The same is true for the temporal predictive coding
this method achieved the highest compression ratio when #gthod. For applications with strong real-time requirements,
PSNR is around 30 dB. This indicates that strong tempoi@mbinations of these methods are favorable. In DCT, a delay
redundancy exists in principal component sequences. Bya single segment length, or 16 frames in our implementation,
combining PCA with a DCT module, correlation in boths introduced. The DCT method is appropriate for applications
spatial and temporal domains is exploited. Because of tfiewhich the real-time requirement is less crucial.

distortion introduced in PCA by discarding components Experiments show that if the PSNR is above 30 dB, the
and in DCT by quantizing transform coefficients, very higanimated face is almost free of major visual distortion. In

PSNR is difficult to achieve using this approach. HoweveFigs. 14-16, we observed that at this PSNR, DCT and PCA
satisfactory visual results are obtained. Tables lI-I'dutperform the predictive coding method by a factor of 1.5 to

summarize the experimental results. 4 in compression. For a hybrid approach employing both PCA
) ) and DCT methods, an even higher compression is achieved.
F. Discussion When the frame rate is high, the DCT method is superior

Three major factors affecting the choice of FAP compressido the predictive coding method. On the other hand, if the
algorithms are real-time requirement, fidelity requirement, arichme rate of FAP is lower than 10 Hz, the predictive method
FAP sampling rate. performs better than the others. All the methods also work for
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Fig. 19. FAPopen_jaw in Marco30sequence (PSNR: 34.7 dB, bit rate= 0.4 kbit/s). (a) The sequence and (b) a portion of the sequence.

other types of animation parameters, such as body animatiowestigated. Unlike image or video data, animation parameters
parameters and animal animation parameters. possess more object-specified properties. Our goal is to provide
compression algorithms not only for the face object but also for
VIIl. CONCLUSIONS other objects. The methods described here are general enough
Spatial and temporal compression methods, as wedl achieve this goal.
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