Estimating an oncogenic tree when false negatives and positives are present
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Abstract

Human solid tumors are believed to be caused by a sequence of genetic abnormalities arising in the tumor cells. The understanding of these sequences is extremely important for improving cancer treatment. Models for the occurrence of the abnormalities include linear structure and a recently proposed tree-based structure. In this paper we extend the pure oncogenic tree model by introducing false positive and false negative observations. We state conditions sufficient for the reconstruction of the generating tree. As an example we analyze a comparative genomic hybridization (CGH) dataset and show that addition of the error model significantly improves the ability of the model to describe the data.
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1 Introduction

Cancer is believed to be a genetic disease in which gene-level abnormalities change the normal behavior of cells, resulting in the cancerous phenotype of rapid growth and invasiveness [1]. Human solid tumors generally contain many genetic alterations and their occurrence is thought to be responsible for the progression through the histopathological stages from normal cell to dysplasia to local tumor to metastasis. There are two main mechanisms through which genetic changes influence tumor progression: the deactivation of tumor suppressor genes (e.g. the mismatch repair mechanism) that increases the probability of further genetic changes, and the activation of oncogenes that give
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the cells the cancerous properties. An understanding of the role of each of the genetic abnormalities and the identification of a preferred order of occurrence would greatly improve the staging of tumors and allow to choose the most appropriate treatment for each patient.

The first effort in describing the steps involved in carcinogenesis was a study of colorectal tumor development by Vogelstein et al. [2]. The authors have shown that while the genetic profile of individual tumors varies widely and there is no single mutation present in all tumors, certain changes tend to occur early in the development, and other ones relatively late. In a subsequent paper [3] the authors propose a linear genetic model for colorectal tumorigenesis as a preferred order of occurrence of the genetic abnormalities while acknowledging the existence of other pathways. Possible biases and estimation problems for such linear pathways are discussed by Szabo and Yakovlev [4].

As a way to combine several pathways in one model, Desper et al. [5] introduced the concept of an oncogenetic tree in which certain genetic abnormalities can lead to several others (as opposed to one in the linear model) by increasing their chance of occurrence. This model allows for multiple possible pathways and even for parallel progression along several pathways in the same tumor. Oncogenetic trees include the linear model proposed [3] as a special case, however they are more flexible and appear to be more realistic. Our paper is devoted to further investigation of the oncogenetic tree model. While we consider an application to comparative genomic hybridization data, the concept of the oncogenetic tree is not limited to this area, genetic alterations detected by a variety of techniques can be modeled.

Desper et al. [5] considered the problem of inferring the structure of an oncogenetic tree from comparative genomic hybridization (CGH) data. They proposed an algorithm that recovers the correct tree structure when the probability distribution generated by the tree is sampled. Though the authors motivated the need for a specialized algorithm by the presence of noise in the data, in the derivation of their results they allow only for sampling error (variability between samples taken under similar conditions), but no false negatives or positives. They also fail to evaluate how well the proposed model fits the actual data.

In practice there are several possible sources of error. One source of error is the imperfection of the technique (any technique) used to detect the genetic abnormalities of interest. While there has great progress in the area of biotechnology, the possibility of incorrect conclusions is very real. Such an error could produce both a false negative and false positive observation, though the methodology is generally aimed at ensuring that the detected changes are real, thus false negative mistakes are much more likely. Some alterations present in the tumor might be missed because of the spatial heterogeneity of
tumors, resulting in a false negative. Also some genetic events occur truly randomly, outside the model implied by the oncogenetic tree. Such occurrences are false positives from the point of view of the tree model. Many sources of error will be greatly reduced or eliminated with the progression of technology, however some of them are intrinsic to the problem and always will be present. In this paper we propose an extension of the pure oncogenetic tree that leads to a model that allows for the occurrence of false positive and false negative observations. We give an algorithm (that is equivalent to the more complex algorithm given in [5]) that reconstructs the oncogenetic tree that generated the data even when such errors are allowed. As an illustration we apply the methodology to a clear cell renal cell carcinoma CGH dataset, estimate the error rates and evaluate the fit. Our results show that our model explains many features of the data not predicted by the pure tree model.

2 Methods

2.1 Definitions and notations

In this section we give a short description of an oncogenetic tree and provide some pertinent definitions. For a more complete treatment we refer the reader to [5]. An oncogenetic tree models the process of occurrence of genetic alterations in carcinogenesis using a directed tree structure. In this paper we will use the word tree for a directed graph $T$ with vertex set $\{v_0\} \cup V = \{v_1, \ldots, v_n\}$ that does not contain any cycles and such that for every vertex $v_i \in V$ there is a unique directed path from $v_0$ to $v_i$ along the edges of $T$. In the literature such a structure is often called a branching or arborescence. Intuitively, vertex $v_0$ (the root of the tree) represents the ‘no alterations’ event and each of the vertices of $V$ represent a certain mutation or other genetic alteration. Thus the alteration status of a tumor is described by a set of the vertices that correspond to the alterations that are present in the tumor.

Fig. 1. An example of an untimed oncogenetic tree with four possible alterations.
First we give an intuitive description of the oncogenetic tree using a simple example given in Figure 1; here $v_1, v_2, v_3$ and $v_4$ represent four hypothetical alterations of interest. The development of a tumor according to this tree could be the following: the tumor starts as $\{v_0\}$, that is none of the alterations have occurred. Now the events $v_1$ and $v_2$ can occur and their appearance is independent of each other, that is the occurrence of one of them does not change the probability of occurrence for the other one. Suppose $v_2$ has occurred and so the status of the tumor becomes $\{v_0, v_2\}$. Now in addition to $v_1$, the alterations $v_3$ and $v_4$ can also occur, so the tumor can move to the status $\{v_0, v_1, v_2\}$, $\{v_0, v_2, v_3\}$ or $\{v_0, v_2, v_4\}$ and so on. The observed status of the tumor depends on the time of the observation. The values $\pi_{ij}$ on the edges are the probabilities of transition along the given edge by the time of observation. These values allow one to find the model-based probability of observing any combination of the alterations in a tumor; for example, $P(\{v_0, v_1, v_2, v_3\}) = \pi_{01}\pi_{02}\pi_{23}(1 - \pi_{24})$ and $P(\{v_0, v_4\}) = 0$ as according to the tree $v_2$ had to occur before $v_4$ could. This intuitive description is formalized by the following definition:

**Definition 1 ([5])** An untimed oncogenetic tree is a tree $T$ with a probability $\pi(e)$ attached to each edge $e$. This tree generates observations on mutation presence/absence the following way: each edge $e$ is independently retained with probability $\pi(e)$; the set of vertices that are still reachable from $v_0$ gives the set of observed genetic alterations.

Another, more realistic model incorporates time as well.

**Definition 2 ([5])** A timed oncogenetic tree is a tree $T$ with a parameter $\lambda(e)$ attached to each edge $e$ together with a distribution $\phi$ on positive real numbers. This tree defines the following sampling process: for each edge $t(e)$, the time of progression along it, is generated as an exponential random variable with parameter $\lambda(e)$, then the time of observation $t_{tot}$ is drawn from the time-of-observation distribution $\phi$; a mutation is observed only if the corresponding vertex can be reached from $v_0$ in time less than $t_{tot}$, that is the sum of all $t(e)$’s along the path is at most $t_{tot}$.

We will use the term oncogenetic tree when a statement is true for both the untimed and timed versions.

To model observational errors suppose that though the genetic alterations in the tumor occur according to the oncogenetic tree model, each present/absent measurement has a some chance of being observed incorrectly. Specifically, suppose an absent alteration is observed with probability $\epsilon_+$ (a false positive) and a present alteration is not observed with probability $\epsilon_-$ (a false negative). We assume that all these errors are independent of each other (within and between tumors) and that the sample size is large enough, so that the
probabilities of the considered events are estimated with sufficient precision.

We will need the following notations for the description and analysis of the reconstruction algorithm.

- \( p_i = P(\text{\textit{i}th alteration occurs}), i = 1, \ldots, n; p_0 = 1 \).
- \( p_{ij} = \begin{cases} P(\text{both the \textit{i}th and \textit{j}th alterations occur}) & , i, j = 1, \ldots n; i \neq j \\ p_i & , i = 1, \ldots n; j = 0, i. \end{cases} \)
- \( p_{i|j} = P(\text{\textit{i}th alteration occurs given that the \textit{j}th alteration has occurred}), i, j = 1, \ldots n; i \neq j. \)
- \( p_{i\lor j} = P(\text{the \textit{i}th or the \textit{j}th or both alterations occur}), i, j = 1, \ldots n; i \neq j. \)

Using these notations, the probability \( \pi(e) \) for an edge \( e \) from \( v_j \) to \( v_i \) in Definition 1 corresponds to the conditional probability \( p_{i|j} \).

### 2.2 Reconstruction of the generating tree

First we describe the algorithm for reconstructing the oncogenic tree.

**Algorithm 1 (Tree reconstruction)** To reconstruct the generating oncogenic tree:

1. Estimate \( p_i \) and \( p_{ij}, i, j = 0, \ldots, n \) from the data using the above definitions.
2. Construct a complete directed graph on vertices \( \{v_0, v_1, \ldots, v_n\} \) representing the occurrence of individual events (\( v_0 \) is the artificial vertex for no events) with edge weights \( w(v_i, v_j) = \log \frac{p_{ij}}{p_j(p_i + p_j)} \).
3. Build a directed spanning tree (branching) \( B \) by defining the ancestor of each vertex the following way:
   - (a) Let \( S \) denote the set of vertices with assigned parent. Start with \( S = \emptyset \).
   - (b) Find the vertex \( v_i \notin S \) corresponding to any of the vertices with the smallest probability \( p_i \).
   - (c) Let its parent in \( B \) be the vertex \( v_j \notin S \) such that \( w(v_j, v_i) \) is maximal. Set \( S = S \cup \{v_i\} \).
   - (d) Repeat steps 3b-3c until all vertices have an assigned parent, that is \( S = V \) (vertex \( v_0 \) does not need a parent).

The choice of the edge weights \( w(v_i, v_j) \) follows [5]; intuitively they place large weights on the edges \( v_i \rightarrow v_j \) for which \( p_{ij} = p_{ij}/p_j \) is large compared to the individual probabilities \( p_i \) and \( p_j \). Desper et al. [5] define \( B \) as the maximum weight branching and use a general algorithm ([6–9]) to find it. We will show that under the same conditions the above algorithm also reconstructs the original tree \( T \), so it actually finds the same maximum branching (as long as ties are broken consistently). While both algorithms have the same \( O(n^2) \)
complexity, our version is much more transparent and intuitive. It is interesting
that this algorithm is invariant under any monotone increasing transformation
of the edge weights, while the general algorithm is not. So the use of logarithm
in the definition of \( w \) is optional, we have done it only to be consistent with
the previous paper.

In the absence of false observations, the condition needed for reconstruction is
that \( T \) is not skewed, that is for any two vertices \( v_i, v_j \) and their least common
ancestor \( v_k \) (denoted by \( \text{lca}(v_i, v_j) \)) we should have \( p_{ij} < p_{ivj|k} \) (see [5]). This
condition is always satisfied for the untimed oncogenetic trees, however timed
trees can be skewed. It can be easily seen that this condition is equivalent to
having
\[
p_{ij} < \frac{p_i + p_j}{p_k + p_j}.
\]

Let \( \alpha = \min_{i,j,k} \left( \frac{p_i + p_j}{p_k + p_j} - p_{ij} \right) \), where the minimum is taken over all triples \((i, j, k)\) such that \( v_k = \text{lca}(v_i, v_j) \). Also let \( p_{\text{min}} = \min_i p_i \).

2.2.1 Uniform error probabilities

Recall, that we denoted \( \epsilon_+ = Pr(\text{alteration } i \text{ is observed} | \text{alteration } i \text{ has not}
\text{occurred}) \) and \( \epsilon_- = Pr(\text{alteration } i \text{ is not observed} | \text{alteration } i \text{ has occurred}) \). Note that for now we assume that the error probabilities are the same for all
alterations. We also assume that a false positive or negative observation for one
alteration occurs independently from observation errors for other alterations in
the same tumor. The following theorem gives the restrictions on the systematic
errors sufficient for the reconstruction of the oncogenetic tree:

**Reconstruction Theorem 1 (Uniform errors)** Let \( T \) be a non-skewed onco-
genetic tree (timed or untimed) and \( \epsilon_+, \epsilon_- \) be the probabilities of, respectively,
a false positive and false negative observation. If \( \epsilon_+ + \epsilon_- < 1 \) and \( \epsilon_+ < (p_{\text{min}})^{1/2}(1 - \epsilon_+ - \epsilon_-) \), then the branching \( B \) given by the tree reconstruction
algorithm is exactly \( T \).

While we will not directly prove that Algorithm 1 produces a maximum
branching, we will show that \( B = T \). Combined with Theorem 3.1 of Des-
per et al. it follows that \( B \) happens to be a maximal branching.

First note that after incorporating false positives and negatives, the observed
probabilities will become
\[
\begin{align*}
p_i^* &= p_i(1 - \epsilon_-) + (1 - p_i)\epsilon_+ \\
p_{ij}^* &= p_{ij}(1 - \epsilon_-)^2 + (p_{ivj} - p_{ij})(1 - \epsilon_-)\epsilon_+ + (1 - p_{ivj})\epsilon_+^2
\end{align*}
\]

**Lemma 1** If \( v_j \) is a parent of \( v_i \) in \( T \), then \( p_j^* > p_i^* \).
PROOF. Since \( p_j > p_i \), the statement easily follows from eq. (2) unless \( \epsilon_- + \epsilon_+ = 1 \). □

Lemma 2 If \( v_j \) is not an ancestor of \( v_i \) in \( T \), then \( w(v_k, v_i) > w(v_j, v_i) \), where \( v_k = \text{lca}_T(v_i, v_j) \).

PROOF. From the definition \( w(v_k, v_i) - w(v_j, v_i) = \log \frac{p^*_k (p^*_i + p^*_j)}{p^*_j (p^*_k + p^*_i)} \). Without the observation errors \( p_{ki} = p_i \), so the non-skewness assumption (1) would ensure that the above expression is positive, proving the lemma. In the Appendix we show that under the assumptions of this theorem the non-skewness inequality is maintained even after the introduction of observational errors. □

Lemma 3 If \( v_j \) is the parent of \( v_i \) in \( T \) and \( v_k \) is any other ancestor of \( v_i \) in \( T \) then \( w(v_k, v_i) < w(v_j, v_i) \).

PROOF. \( w(v_j, v_i) - w(v_k, v_i) = \log \frac{p^*_j (p^*_k + p^*_i)}{p^*_k (p^*_j + p^*_i)} \). Without observational errors \( p_{ji} = p_{ki} = p_i \) and this expression is positive as \( p_k > p_j \). In the Appendix we show that this statement holds in the presence of the errors as well by invoking the condition \( \epsilon_+ < \sqrt{p_{\min}} (1 - \epsilon_+ - \epsilon_-) \). □

PROOF. (of Reconstruction Theorem 1) Combining together the results of these lemmas, we have proven that the vertex \( v_i \) chosen in step 3b of the reconstruction algorithm 1 cannot be the parent of any other vertex in \( S \) (Lemma 1); and the vertex \( v_j \) chosen in step 3c is its parent in \( T \) (Lemmas 2, 3). Hence \( B \) coincides with \( T \). □

A surprising feature of Reconstruction Theorem 1 is that for typical values of \( p_{\min} \) the conditions imposed on the observational errors are not very restrictive. Figure 2 shows the region of the allowed \((\epsilon_+, \epsilon_-)\) pairs when \( p_{\min} = 0.07 \) as estimated in the clear cell renal carcinoma dataset considered later. This plot demonstrates that the restriction on the false negative error rate \( \epsilon_- \) are especially mild: its value can be arbitrarily large provided that \( \epsilon_+ \) is small enough. Intuitively, false negative errors decrease the frequency with which a certain genetic event is observed, however apparently they do not change the relationship of the events. Of course, there must be some penalty for such errors - by decreasing the probability of observing a genetic event, the sample size necessary for sufficiently precise estimates of the probabilities increases. The effect of the error probabilities on the sample size required for a high-confidence reconstruction of the oncogenetic tree is considered in more detail in Section 2.3.
2.2.2 Properties of the observed probabilities: consequences of (2)

The relationship between the underlying probabilities of occurrence and their observed counterparts defined in equation (2) has several noteworthy consequences. Equality (2a) hold for all $i = 1, \ldots, n$, thus specifically for the smallest and the largest values as well. Hence

\[
\begin{align*}
    p_{\text{min}}^* &= (1 - \epsilon_+ - \epsilon_-)p_{\text{min}} + \epsilon_+ \\
    p_{\text{max}}^* &= (1 - \epsilon_+ - \epsilon_-)p_{\text{max}} + \epsilon_+ \\
    p_{\text{max}}^* - p_{\text{min}}^* &= (1 - \epsilon_+ - \epsilon_-)(p_{\text{max}} - p_{\text{min}})
\end{align*}
\]

Thus the minimal and maximal observed frequencies change (up or down) according to the linear relationship, however their range is never larger than the range of the underlying probabilities of occurrence.

As mentioned above, the effect of the observational errors on the probability of observing an event is linear, but neither a straightforward increase nor a decrease – it depends on the underlying probability of occurrence. Indeed, using (2) it can be easily shown that $p_i^* = p_i$ if and only if $p_i = \epsilon_+/(\epsilon_+ + \epsilon_-)$. Let $\pi_0$ denote this equilibrium point. Then the following relationship holds:

\[
\begin{align*}
    (p_i < \pi_0 &\iff p_i^* < \pi_0) &\Rightarrow& p_i^* > p_i \\
    (p_i = \pi_0 &\iff p_i^* = \pi_0) &\Rightarrow& p_i^* = p_i \\
    (p_i > \pi_0 &\iff p_i^* > \pi_0) &\Rightarrow& p_i^* < p_i
\end{align*}
\]

The effect of the observational errors on the joint probabilities of occurrence defined by (2b) is more complicated and cannot be simply summarized. A
relationship worth noting is the following:

$$p_{ij}^* - p_i^* p_j^* = (1 - \epsilon_+ - \epsilon_-)^2 (p_{ij} - p_ip_j).$$  \hspace{1cm} (5)$$

Consequently, if the alterations $i$ and $j$ occur independently (thus $p_{ij} = p_ip_j$), then the events of observing these observations are also independent, as $p_{ij}^* = p_i^* p_j^*$. This is, of course, expected, as the observational errors are assumed to occur independently from each other and the genetic alterations.

2.2.3 Non-uniform error probabilities

When the error probabilities are allowed to vary, additional assumptions are necessary to reconstruct the tree. The previous theorem suggests that the reconstruction is sensitive to false positive errors, so for our next result we will consider only false negative observations. We assume that each alteration that has occurred is not observed with some probability $\epsilon_i$ that can be different for different alterations; we still, however assume that these errors are independent from each other within each tumor.

Recall, that we denoted $\alpha = \min_{i,j,k} \left( \frac{p_i + p_k}{p_k + p_j} - p_{ij} \right)$, where the minimum is taken over all triples $(i, j, k)$ such that $v_k = lca(v_i, v_j)$; it reflects how strictly the non-skewness inequality (1) is satisfied. Let $\beta = \min_{i,j} (p_j - p_i)$, where the minimum is taken over all pairs $(i, j)$ such that $v_j$ is the parent of $v_i$ in $T$. Intuitively, for Lemmas 1 and 3 to hold, we must ensure that the observed frequency of a parent is higher than that of its child – thus the variability of $\epsilon_i$ should have a restriction connected to $\beta$. In the proof of Lemma 2 the non-skewness inequality is the key, restrictions to ensure its continued validity are expected to contain $\alpha$.

Reconstruction Theorem 2 (No false positives) Let $T$ be a non-skewed oncogenetic tree with no false positive errors ($\epsilon_+ = 0$) and let $\epsilon_i$ be the probability of a false negative observation for the $i^{th}$ alteration. If the error probabilities are “almost equal”:

$$\max_i \left| \epsilon_i - \epsilon_- \right| \frac{1}{1 - \epsilon_-} < \gamma < \min \left\{ \frac{\alpha}{\alpha + 2}, \frac{\beta}{\beta + 2} \right\}$$  \hspace{1cm} (6)$$

for all $i$ and some (fixed) $\epsilon_-$, then the branching $B$ given by the reconstruction algorithm 1 is exactly $T$.

PROOF. We need to prove the same three lemmas as in Reconstruction Theorem 1. Under the conditions of this theorem the modified probabilities
\[ p_i^* = p_i(1 - \epsilon_i) \]
\[ p_{ij}^* = p_{ij}(1 - \epsilon_i)(1 - \epsilon_j) \]

From the definition of \( \gamma \) we have \( \epsilon_- - \gamma(1 - \epsilon_-) \leq \epsilon_i \leq \epsilon_- + \gamma(1 - \epsilon_-) \) for any \( i \).

1. If \( v_j \) is the parent of \( v_i \) in \( T \), then \( p_j^* - p_i^* = p_j(1 - \epsilon_j) - p_i(1 - \epsilon_i) \geq p_j(1 - \epsilon_- - \gamma(1 - \epsilon_-)) - p_i(1 - \epsilon_- + \gamma(1 - \epsilon_-)) = (1 - \epsilon_-)(p_j - p_i) - \gamma(1 - \epsilon_-)(p_j + p_i) > (1 - \epsilon_-)(\beta - 2\gamma). \) Since \( \gamma \leq \beta/(\beta + 2) < \beta/2 \), we get \( p_j^* > p_i^* \), so the statement of Lemma 1 holds.

2. and 3. The analogs of Lemmas 2 and 3 are proven in the Appendix using the restrictions \( |\epsilon_i - \epsilon_-| < \frac{\alpha}{\alpha + 2} \) and \( < \frac{\beta}{\beta + 2} \) respectively. \( \Box \)

2.3 Sample size estimation

The success of the reconstruction algorithm depends on the relative order of the frequencies of occurrence of the mutations and of the edge weights. In the Reconstruction Theorems 1 and 2 we have shown that (under certain conditions) the introduction of false positive and negative errors maintains the correct ordering. However these results were proven only for the ‘true’ probabilities \( p_i^* \) and \( p_{ij}^* \), ignoring the variability inherent to sampling. In this section we estimate the sample size for which the statements of Lemmas 1 through 3 (and hence the reconstruction theorems) are true with a (large) predefined probability \( 1 - \xi \).

Let \( \hat{\delta}_i = \hat{p}_i^* - p_i^* \) and \( \hat{\delta}_{ij} = \hat{p}_{ij}^* - p_{ij}^* \), \( i, j = 0, \ldots, n \) denote the deviation of the observed frequencies from their theoretical counterparts and let \( \delta = \max_{i,j} (\hat{\delta}_i, \hat{\delta}_{ij}) \). In the Appendix we show that Reconstruction Theorem 1 remains valid if

\[ \delta < \frac{1}{9p_{\text{max}}^*}(1 - \epsilon_+ - \epsilon_-)^3 \min \left[ \alpha p_{\min}^2 + \beta \chi^2, \beta(p_{\min} - \chi^2) \right], \]

where \( \chi = \epsilon_+/\epsilon_- \) and \( p_{\text{max}}^* = \max_i p_i^* = (1 - \epsilon_+ - \epsilon_-)p_{\text{max}} + \epsilon_+ \).

The sample size estimation will be based on the Chernoff inequality [10, Ch.3]: if \( X \sim \text{Binomial}(N, p) \) and \( \hat{p}_N = X/N \) denotes the estimated response probability, then for any \( u > 0 \)

\[ Pr \left( \hat{p}_N - p > \frac{u\sqrt{p}}{\sqrt{N}} \right) \leq e^{-u^2} \]
Specifically,

\[
Pr \left( \hat{\delta}_i > \frac{u\sqrt{p_{\max}^*}}{\sqrt{N}} \right) < Pr \left( \hat{\delta}_i > \frac{u\sqrt{p_i}}{\sqrt{N}} \right) \leq e^{-u^2}
\]

\[
Pr \left( \max_i \hat{\delta}_i > \frac{u\sqrt{p_{\max}^*}}{\sqrt{N}} \right) \leq ne^{-u^2}.
\]

Similarly,

\[
Pr \left( \max_{i,j} \hat{\delta}_{ij} > \frac{u\sqrt{p_{\max}^*}}{\sqrt{N}} \right) \leq \left( \frac{n}{2} \right) e^{-u^2},
\]

hence

\[
Pr \left( \delta > \frac{u\sqrt{p_{\max}^*}}{\sqrt{N}} \right) \leq \frac{n(n+1)}{2} e^{-u^2}.
\]

We select \( u \) to ensure the desired significance level by setting \( e^{-u^2} n(n+1)/2 = \xi \), that is \( u^2 = \ln \left[ n(n+1)/(2\xi) \right] \). On the other side of the inequality we select the sample size \( N \) in accordance with the requirement (8), that is

\[
\frac{u\sqrt{p_{\max}^*}}{\sqrt{N}} = \frac{1}{9p_{\max}^*} (1 - \epsilon_+ - \epsilon_-) 3 \min \left[ \alpha p_{\min}^2 + \beta \chi^2, \beta(p_{\min} - \chi^2) \right].
\]

Thus we have proven the quantitative version of Reconstruction Theorem 1:

**Theorem 3** Let \( T \) be a non-skewed oncogenetic tree (timed or untimed) with \( n \) vertices (not including the root \( v_0 \)) and \( \epsilon_+, \epsilon_- \) be the probabilities of, respectively, a false positive and false negative observation. If \( \epsilon_+ + \epsilon_- < 1 \), \( \chi = \epsilon_+/(1 - \epsilon_+ - \epsilon_-) < \sqrt{p_{\min}} \) and the sample size

\[
N \geq \frac{81(p_{\max} + \chi)^3 \left( \ln n(n+1) - \ln 2\xi \right)}{(1 - \epsilon_+ - \epsilon_-) 3 \min \left[ \alpha p_{\min}^2 + \beta \chi^2, \beta(p_{\min} - \chi^2) \right]^2},
\]

then with probability at least \( 1 - \xi \) the branching \( B \) given by the tree reconstruction algorithm is exactly \( T \).

Using similar arguments, a quantitative version of Reconstruction Theorem 2 can be proven:

**Theorem 4** Let \( T \) be a non-skewed oncogenetic tree with no false positive errors (\( \epsilon_+ = 0 \)) and let \( \epsilon_i \) be the probability of a false negative observation for the \( i \)th alteration. If the error probabilities are “almost equal”:

\[
\max_i \left| \frac{\epsilon_i - \epsilon_-}{1 - \epsilon_-} \right| = \gamma < \min \left\{ \frac{\alpha}{\alpha + 2}, \frac{\beta}{\beta + 2} \right\}
\]

(11)
for all $i$ and some (fixed) $\epsilon_-$, and the sample size

$$N \geq \frac{81p_{\max}^3}{p_{\min}^2(1-\epsilon_-)^3(1-\gamma)^4 \min\left[2p_{\min}(\alpha - \gamma(\alpha + 2)), \beta - \gamma(\beta + 2)\right]^2}, \quad (12)$$

then with probability at least $1 - \xi$ the branching $B$ given by the reconstruction algorithm 1 is exactly $T$.

The limits given in (10) and (11) are, unfortunately, too high, as during the derivation the worst possible case was used everywhere. Even using optimistic values $\epsilon_+ = \epsilon_- = 0.02$, $p_{\min} = 0.15$, $p_{\max} = 0.7$, $\alpha = \beta = 0.2$, the lower limit given by (10) is $N \geq 7,823,460$ to have a 95% confidence in the correctness of the tree ($\xi = 0.05$). Thus the values cannot really give guidance for sample size. While with reasonably available sample sizes the (high probability) correctness of all of the edges cannot be guaranteed, one would hope that most of the edges are still correct.

Despite the problems, these formulae do give an indication how the various parameters of the model affect the required sample size. It is encouraging to see that, like for the no-error situation of Desper et al. [5], the dependence on the number of genetic events $n$ is logarithmic. As expected, the introduction of observational errors increases the required sample size, it is inversely proportional to the cube of the probability of no error $1-\epsilon_+-\epsilon_-$. It is well known that for binomial trials it is easiest to estimate probabilities close to 0.5 (in terms of sample size required to achieve a given precision); interestingly, this phenomenon surfaces here as well: the lower limit is decreased when $p_{\min}$ is increased and/or $p_{\max}$ is decreased, that is when the probabilities of occurrence of all the events are not too large and not too small.

### 3 Results

#### 3.1 Application to renal cell carcinoma CGH data

In this section we investigate the properties of an oncogenetic tree fitted to a dataset of 124 cases of clear cell renal cell carcinoma. The comparative genomic hybridization technique (CGH) developed by Kallioniemi et al. [11] was used on each of the samples as described in [12] to obtain information on chromosome number aberrations (CNAs) on each of the arms of the chromosomes. More detailed description of the dataset can be found in [5,13]. The human genome consists of chromosomes 1 to 22 and the sex-linked X/Y chromosomes. All chromosomes have a long arm $q$ and most (except 13, 14, 15,
21 and 22) have a significant short arm \( p \). The CGH technique uses fluorescent staining to detect abnormal (increased or decreased) number of DNA copies. In contrast to the cDNA microarray technology, the results cannot be narrowed down to a specific gene, only to a segment of the chromosome, called a band. However when two tumors have abnormalities along a similar region, it is often difficult to tell whether they are based on the same genetic change, so in the renal cell carcinoma dataset the results are reported as a gain or loss on a certain arm, without further distinction for specific bands. Also as some samples were from females, the Y chromosome was excluded from consideration. This resulted in 82 possible events from 41 locations (both a gain and a loss could occur on different bands of the same chromosomal arm). To reduce the total number of events while keeping the most relevant ones, we used a simple heuristic similar to the one used in [5]: we identified the largest set of events such that every pair has occurred together at least 5 times. This resulted in 11 events (listed in decreasing order of frequency): \(-3p, -4q, -6q, -13q, -9p, +17q, +17p, -8q, -5q, -2q, -1p\). Other approaches to the selection of relevant events have also been proposed, including the method due to Brodeur et al. [14] that allows to adjust for a priori probabilities of alteration on the chromosome arms. The later approach was used in [13] and resulted in a list of 12 events; the two lists have 7 events in common. An application of the reconstruction algorithm 1 results in the tree shown in Figure 3.

While such a tree may have an appealing interpretation, it is very important to assess how well it “fits” the generating dataset. A tree model not only predicts the expected frequencies of occurrence of mutations (marginally and pairwise), it also places severe restrictions on the possible combinations of events that can
be observed: for example, according to the model \(-6q\) cannot occur without \(-4q\), however in 10 tumors in the dataset this situation is observed. Altogether 53 observations out of 124 are inconsistent with the pure tree model, so it cannot be described as a well-fitting model. If we investigate the inconsistent observations more closely it turns out that 40 of them can be explained by changing the outcome of one event, suggesting that the error model introduced in this paper might significantly improve the fit of the model. There are many aspects of the data that an appropriate model should be able to explain: the joint distribution of the occurrence of the CNAs, the frequency distribution of the number of mutations, the number of inconsistent observations and the proportion of them that can be explained by error in one event, etc. We have decided to estimate the probabilities of false negative and false positive observations (\(\epsilon_-\) and \(\epsilon_+\)) by fitting only the marginal probabilities of occurrence for each CNA and then see how the other quantities of interest compare to the real data. The tree model allows for the calculation of the expected probability of occurrence of each event, so we estimated the error probabilities by minimizing (numerically) the \(\chi^2\)-type quantity 

\[
Q = \sum_i (\hat{p}_i(\epsilon_+, \epsilon_-) - p_i)^2 / p_i,
\]

where \(p_i\) is the observed frequency of occurrence of alteration \(v_i\) and \(\hat{p}_i\) is its model based estimate. This method results in the estimates \(\hat{\epsilon}_+ = 0.07\) and \(\hat{\epsilon}_- = 0.14\) with \(Q = 0.028\) (for comparison, under the assumption of no errors \(Q = 0.374\)). Other criteria for fit (as minimizing \(\max_i |\hat{p}_i(\epsilon_+, \epsilon_-) - p_i|\) yield similar results. The improved prediction of the number of tumors with a given CNA is demonstrated in Table 1.

Using the estimates of the error probabilities additional quantities of interest like the probability of occurrence of the individual events can be estimated. The *equilibrium point* \(\pi_0\) discussed in section 2.2 for which the observed and underlying probabilities of occurrence coincide is \(\hat{\pi}_0 = \hat{\epsilon}_+/(\hat{\epsilon}_+ + \hat{\epsilon}_-) = 0.33\). Events that occur with lower frequency will be observed too often and events with higher frequency will appear to occur less often then they actually do. In particular, \(p^*_{\text{min}} = 16/124 = 0.13\) and \(p^*_{\text{max}} = 75/124 = 0.60\) result in estimated parameters \(p_{\text{min}} = 0.07 < p^*_{\text{min}}\) and \(p_{\text{max}} = 0.67 > p^*_{\text{max}}\).

To evaluate how well various aspects of the data are fitted by the model, we generated data from the tree model (1000 sets of 124 samples each) using the

Table 1
Comparison of observed CNA frequencies with estimates based on the oncogenetic tree with and without the false positive/negative error model.

<table>
<thead>
<tr>
<th>CNA</th>
<th>+17p</th>
<th>+17q</th>
<th>-1p</th>
<th>-2q</th>
<th>-3p</th>
<th>-4q</th>
<th>-5q</th>
<th>-6q</th>
<th>-8q</th>
<th>-9p</th>
<th>-13q</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observed</td>
<td>25</td>
<td>44</td>
<td>16</td>
<td>16</td>
<td>75</td>
<td>60</td>
<td>17</td>
<td>49</td>
<td>18</td>
<td>44</td>
<td>47</td>
</tr>
<tr>
<td>Without errors</td>
<td>12.3</td>
<td>24.7</td>
<td>5.7</td>
<td>4.9</td>
<td>75.0</td>
<td>60.0</td>
<td>10.8</td>
<td>39.0</td>
<td>10.3</td>
<td>24.9</td>
<td>39.0</td>
</tr>
<tr>
<td>With errors</td>
<td>25.7</td>
<td>40.4</td>
<td>17.2</td>
<td>15.4</td>
<td>83.9</td>
<td>64.9</td>
<td>15.5</td>
<td>51.2</td>
<td>14.3</td>
<td>41.2</td>
<td>51.4</td>
</tr>
</tbody>
</table>
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estimated error probabilities and using no errors. Table 2 shows that the number of observations that contain no CNA’s is predicted better by the model without observational errors. However it fails to predict the large number of observations that are inconsistent with the pure tree model, that is observations in which a “later” alteration is observed without its “precursor”. In contrast, the inclusion of the observational errors results in a good prediction of both the number of inconsistent observations and the percentage of those that are correctable with one change.

Figure 4 compares the distribution of the number of events per tumor observed in the data with the (individual) 95% confidence intervals for the same values as expected from the oncogenetic tree with (panel B) or without (panel A) the error model. Neither model fits the observations perfectly, but the fit is visibly better with the error model. The misfit occurs at small values for the number of events. The biggest discrepancy is at the root node: the model predicts an insufficient number of samples with no CNAs and too many with one CNA. Such effect could be caused by incorrectly assuming independence among the branches in the model when the events $-3p$ and $-4q$ are actually positively correlated. To investigate this possibility, consider the following (conditional)
correlation measure:

\[
\text{Corr}(v_i, v_j|v_k) = \frac{p_{ij|k} - p_i|k p_j|k}{\sqrt{p_i|k (1 - p_i|k) p_j|k (1 - p_j|k)}}.
\]

If \( v_k \) is the parent of \( v_i \) and \( v_j \), then due to the postulated independence of the branches of the oncogenetic tree, \( \text{Corr}(v_i, v_j|v_k) \approx 0 \). However, from the data we estimate the correlation at the root \( (v_0) \) to be \( \text{Corr}(-3p, -4q) = 0.25 \); the branching at \(-4q\) is also correlated \( (\text{Corr}(-6q, -13q| -4q) = 0.19 \) and it causes the underestimation of the frequency of samples with three mutations by the model. At the remaining branchings there is no evidence of correlation \( (\text{Corr}(-8q, +17q| -6q) = -0.02, \text{Corr}(-5q, -9p|13q) = -0.03) \) and the model describes adequately the frequency of samples with a large number of events.

Under the false negative/positive error model each event of the observations has the same chance of being observed incorrectly. However because of structure of the tree not all such errors will result in inconsistent observations: false negative errors at the leaves \((-1p, -2q, -3p, -8q \text{ and } -9p)\) and false positive ones at the children of the root \((-3p, -4q)\) will always go undetected. Errors at other nodes can be detected with a probability that depends on the structure of the tree (mainly on the number of children and the distance from the root). When an error is detected, often it is impossible to tell whether a false positive or false negative errors has caused it: for example, if events \((-4q, -6q, +17p)\) are observed in a sample, then both a false positive at \(+17p\)

![Fig. 5. Comparison of data features implied by the model with the observed data. The solid lines represent the observed values; the intervals are the 95% confidence intervals from the simulated data (see text), with a mark at the estimated mean. For each CNA the graph shows the number of times an inconsistent observation could have been made consistent with the model by assuming it was a false negative (panel A) or false positive (panel B) observation.](image)
or a false negative at $-17q$ are plausible explanations. Figures 5A and 5B show the observed number of times that an event could “explain” an inconsistent observation by being a false negative or false positive respectively, and the 95% confidence intervals implied by the model. The observed values are in good agreement with the ones implied by the model. The largest discrepancies occur at $+17q$, where the model predicts more false negatives, and at $+17p$, where it predicts more false positives. Because of the structure of the tree, an “insufficient” (according to the model) number of samples with $-6q$ and $+17p$ but without $+17q$ explains both deviations. This effect can be caused by the assumption of independence of errors at various events; $+17p$ and $+17q$ occur on the same chromosome, so the occurrences of error might be correlated. Note that a pure oncogenetic tree (without the error model) cannot predict these values.

4 Discussion

In this paper we have extended the results of Desper et al. [5] by introducing observational errors. We gave a simpler and more intuitive algorithm for reconstructing an oncogenetic tree based on genetic alteration data. We believe that this transparency will allow to generalize the reconstruction to more general structures than trees.

The algorithm proposed in [5] was robust under sampling errors, so we expected that observational errors occurring with small probability would not interfere with the reconstruction. We have proven this to be true, but were very surprised to find such a small effect of false negative errors. If the probabilities of these errors do not differ much between the various alterations, the correct oncogenetic tree can be reconstructed regardless of the frequency of the errors (under the conditions of Reconstruction Theorem 2). The reconstruction process is much more sensitive to false positive observations. This is a serious concern since any genetic event that occurs outside the tree structure is a false positive from the point of view of the model. It is expected that no model can perfectly describe the process of mutation occurrence, so there always will be false positives.

We have also considered the issue of sample size and using theoretical considerations obtained a value for the sample size that guarantees the correctness of the reconstruction with a given probability. Unfortunately, this estimate gives values that are too high for practical applications. Further, perhaps empirical investigations of the stability of the estimated oncogenetic trees are needed to better understand the effect of lower sample sizes.

As an example we have constructed an oncogenetic tree for clear cell renal
carcinoma based on comparative genomic hybridization data and estimated the corresponding error probabilities. The proposed model resulted in a significantly improved fit over a no-error model; many features of the dataset not included in the fitting procedure were successfully predicted. The estimated error probabilities $\epsilon_+ = 0.07$ and $\epsilon_- = 0.14$ are quite reasonable considering the mechanisms that generate these errors. It is encouraging to see that the false positive error rate is small, as the reconstruction procedure is sensitive to it. The false positive error rate also gives an indication of the frequency of spontaneous mutations that occur outside the tree structure.

We have shown that oncogenetic trees augmented with an error model can be successfully and well fitted to genetic abnormality data. However our example also showed ways for further extensions: eliminating the assumption of independence at the branchings and using more sophisticated error models that allow for dependence of error rates at various locations. Another important issue is the identification of the part of the tree that is relevant to cancer development. A useful tool would be a criterion for assessing the fit of the model to the real data, so that trees of various sizes could be compared and the “best” chosen (as the Akaike criterion [15] is used for parametric models fitted by maximum likelihood). The first step in this direction has been taken by Simon et al. [16] who derived the likelihood of an oncogenetic tree under some simplifying assumptions.
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**A Detailed proofs**

**Proof of Lemma 2** As $v_k$ is an ancestor of $v_i$, $p_{ki} = p_i$ and $p_{k\lor i} = p_k$, so from eq. (2) we have

$$p_{ki}^*(p_i^* + p_j^*) - p_{kij}^*(p_k^* + p_i^*) =$$

$$\left[p_i(1 - \epsilon_-)^2 + (p_k - p_i)(1 - \epsilon_-)\epsilon_+ + (1 - p_k)\epsilon_+^2\right] [(p_i + p_j)(1 - \epsilon_+ - \epsilon_-) + 2\epsilon_+] -$$

$$\left[p_{ij}(1 - \epsilon_-)^2 + (p_i + p_j - p_{ij}) (1 - \epsilon_-)\epsilon_+ + (1 - p_i - p_j + p_{ij})\epsilon_+^2\right] [(p_i + p_k)(1 - \epsilon_+ - \epsilon_-) + 2\epsilon_+] =$$

$$(1 - \epsilon_+ - \epsilon_-) \left[ (p_i^2 - p_{p_{ij}} + p_i p_j - p_{ij} p_k)(1 - \epsilon_+ - \epsilon_-)^2 + 2\epsilon_+ (p_i - p_{ij})(1 - \epsilon_+ - \epsilon_-) + (p_k - p_j)\epsilon_+^2 \right] > 0.$$
The second equality can be checked by expanding both sides of the equation and the last inequality follows because $1 - \epsilon_+ - \epsilon_- > 0$ (assumption of the theorem), $p_i^2 - p_ip_j + p_ip_j - p_ip_j p_k > 0$ (non-skewness assumption (1)), $p_i > p_{ij}$ (by definition) and $p_k > p_j$ ($v_k$ is an ancestor of $v_j$).

Thus $\frac{p_j^* + p_i^*}{p_k^* + p_i^*} > \frac{p_j^*}{p_k^*}$, so $w(v_k, v_i) > w(v_j, v_i)$, proving the statement. □

**Proof of Lemma 3** As $v_k$ and $v_j$ are ancestors of $v_i$, $p_{ki} = p_{ji} = p_i$ and $p_{k\lor i} = p_k$, $p_{j\lor i} = p_j$, so from eq. (2) we have

$$p_{j|i}(p_{j}^* + p_{i}^*) - p_{j|i}(p_{j}^* + p_{i}^*) =$$

$$[p_i(1 - \epsilon_-)^2 + (p_j - p_k)(1 - \epsilon_-)\epsilon_+ + (1 - p_j)\epsilon_+^2] [(p_i + p_k)(1 - \epsilon_+ - \epsilon_-) + 2\epsilon_+] -$$

$$[p_i(1 - \epsilon_-)^2 + (p_k - p_i)(1 - \epsilon_-)\epsilon_+ + (1 - p_k)\epsilon_+^2] [(p_i + p_j)(1 - \epsilon_+ - \epsilon_-) + 2\epsilon_+] =$$

$$(1 - \epsilon_+ - \epsilon_-)(p_k - p_j)[(1 - \epsilon_+ - \epsilon_-)^2 p_i - \epsilon_+^2] > 0.$$

Again, the verification of the second equality is straightforward, while the inequality follows because $1 - \epsilon_+ - \epsilon_- > 0$, $p_k > p_j$ ($v_k$ is an ancestor of $v_j$) and $(1 - \epsilon_+ - \epsilon_-)^2 p_i - \epsilon_+^2 > (1 - \epsilon_+ - \epsilon_-)^2 p_{\min} - \epsilon_+^2 > 0$ (assumption of the theorem).

Hence $w(v_j, v_i) > w(v_k, v_i)$. □

**Proof of Reconstruction Theorem 2 (part 2)** Let $v_k = lca(v_i, v_j)$ and denote $\Delta_{ijk} = p_{ij}^2 - p_ip_j + p_ip_j - p_ip_j p_k$. Then we have $|\epsilon_i - \epsilon_-| < \gamma (1 - \epsilon_-)$ for any $i$ and $\Delta_{ijk} \geq \alpha p_i (p_i + p_k) \geq 2\alpha p_i^2$ (from the definition of $\alpha$). Hence

$$p_{k|i}(p_{j}^* + p_{i}^*) - p_{j|i}(p_{k}^* + p_{i}^*) =$$

$$\Delta_{ijk}(1 - \epsilon_i)(1 - \epsilon_j)(1 - \epsilon_k) + (1 - \epsilon_i)(1 - \epsilon_j)(\epsilon_j - \epsilon_i)p_i^2 + (1 - \epsilon_i)(1 - \epsilon_j)(\epsilon_i - \epsilon_k)p_i p_j >$$

$$2\alpha p_i^2(1 - \epsilon_i)(1 - \epsilon_j)(1 - \epsilon_k) - 2\gamma (1 - \epsilon_-)p_i^2(1 - \epsilon_i)[(1 - \epsilon_j) + (1 - \epsilon_k)] =$$

$$2p_i^2(1 - \epsilon_i)(1 - \epsilon_j)(1 - \epsilon_k)[\alpha - \gamma(\frac{1 - \epsilon_+}{1 - \epsilon_k} + \frac{1 - \epsilon_-}{1 - \epsilon_j})] >$$

$$2p_i^2(1 - \epsilon_i)(1 - \epsilon_j)(1 - \epsilon_k)[\alpha - \frac{2\gamma(1 - \epsilon_-)}{1 - \epsilon_- - \gamma(1 - \epsilon_-)}] \geq 0,$$

where the last inequality follows from $\gamma \leq \alpha / (\alpha + 2)$. Thus $w(v_k, v_i) - w(v_j, v_i) > 0$ and the statement of Lemma 2 holds. □
Lemma 3: Similarly, just using the proof of Lemma 3, we have
\[ p^*_{ij}(p^*_k + p^*_i) - p^*_{ki}(p^*_j + p^*_i) = \]
\[ p_i(1 - \epsilon_i)(1 - \epsilon)[p_i(1 - \epsilon_i) + p_k(1 - \epsilon_k)] \]
\[ - p_i(1 - \epsilon_i)[p_i(1 - \epsilon_i) + p_j(1 - \epsilon_j)] = \]
\[ p_i(1 - \epsilon_i)(1 - \epsilon_j)(1 - \epsilon_k)[p_i(1 - \epsilon_i)\left(\frac{1}{1 - \epsilon_k} - \frac{1}{1 - \epsilon_j}\right) + (p_k - p_j)] > \]
\[ p_i(1 - \epsilon_i)(1 - \epsilon_j)(1 - \epsilon_k)\left[\left(1 - \epsilon_i + \gamma(1 - \epsilon_i)\right)\left(1 - \epsilon_j + \gamma(1 - \epsilon_j)\right) - \frac{1}{1 - \gamma}(1 - \epsilon_i - \gamma(1 - \epsilon_i)\right)\right] + \beta = \]
\[ p_i(1 - \epsilon_i)(1 - \epsilon_j)(1 - \epsilon_k)\left[\beta - \frac{2\gamma}{1 - \gamma}\right] \geq 0, \]

where the last inequality follows from \( \gamma \leq \beta/(\beta + 2). \)

Sample size estimation for Reconstruction Theorem 1

We find the restrictions on \( \delta = \max i, j(\hat{\delta}_i, \hat{\delta}_{ij}) \) separately for each lemma:

Lemma 1: \( \hat{\delta}^*_j - \hat{p}^*_i = p^*_j - p^*_i + \delta - \delta_i \geq (p_j - p_i)(1 - \epsilon_+ - \epsilon_-) - 2\delta \geq \beta(1 - \epsilon_+ - \epsilon_-) - 2\delta > 0 \) whenever \( \delta < \beta(1 - \epsilon_+ - \epsilon_-)/2. \)

Lemma 2: \( \hat{p}^*_{ki}(p^*_i + p^*_j) - \hat{\delta}^*_j(p^*_k + p^*_i) = (p^*_k + \delta_{ki})(p^*_i + p^*_j + \delta_i + \delta_j) - (p^*_i + \delta_{ij})(p^*_k + p^*_i + \delta_k + \delta_i + \delta_j) \geq p^*_{ki}(p^*_i + p^*_j) - p^*_i(p^*_k + p^*_i) - 8\delta p^*_{max} - 4\delta^2 > \min_{i, j, k} p^*_{k}(p^*_i + p^*_j) - p^*_i(p^*_k + p^*_i) - 9\delta p^*_{max}, \)

where the minimum is taken over all triples \((i, j, k)\) such that \( v_k = lca(v_i, v_j) \) and if \( \delta < p^*_{max}/4. \) From the proof of Lemma 2 we have \( \min_{i, j, k} p^*_{k}(p^*_i + p^*_j) - p^*_i(p^*_k + p^*_i) \geq \alpha p^*_{min}(1 - \epsilon_+ - \epsilon_-)^3 + \beta^2 (1 - \epsilon_+ - \epsilon_-). \)

So if \( \delta < \frac{1}{9p^*_{max}}(1 - \epsilon_+ - \epsilon_-)\left[\alpha p^*_{min}(1 - \epsilon_+ - \epsilon_-)^2 + \beta^2\right] \left(\delta < p^*_{max}/4 follows from this\right), \) then \( p^*_{ki}(p^*_i + p^*_j) - p^*_i(p^*_k + p^*_i) > 0 \) and the proof works.

Lemma 3: Similarly, just using the proof of Lemma 3, we have \( \hat{p}^*_{ij}(p^*_k + p^*_i) - \hat{\delta}^*_{ij}(p^*_k + p^*_j) \geq (1 - \epsilon_+ - \epsilon_-)\beta\left[1 - \epsilon_i - \epsilon_i\right] - 9\delta p^*_{max} > 0, \)

if \( \delta < \frac{1}{9p^*_{max}}(1 - \epsilon_+ - \epsilon_-)\beta\left[1 - \epsilon_+ - \epsilon_+\right] - \beta^2 \). Note, that the requirement for Lemma 1 follows from this condition.

Summary: Using the notation \( \chi = \epsilon_+/(1 - \epsilon_+ - \epsilon_-) \) introduced in the text, we have shown that if \( \delta < \frac{1}{9p^*_{max}}(1 - \epsilon_+ - \epsilon_-)^2 \min\left[\alpha p^*_{min} + \beta \chi^2, \beta(p^*_{min} - \chi^2)\right], \)

then the statement of Reconstruction Theorem 1 holds. □
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