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Abstract

We propose a new technique for enhancing high frequency geometric features and
geometric texture for scatter point clouds. We generalize the classical High-Boost filtering of
signal and image processing to the geometric feature manipulation for 3D point clouds. We
get a smoothed version of the input point clouds by Adaptive Moving Least Squares (MLS)
based point clouds smoothing operator. The distance fields between the point clouds and their
corresponding smoothed version are regarded as the high frequency geometric features and
generic textures intuitively. High Boost operations are performed by iteratively updating
the position of the input points along the normal direction which is proportion to the distance
between the point clouds and their corresponding smoothed versions with given geometric
enhancement scale factor. The effectiveness of the proposed method is demonstrated by
several examples with both synthetic and real scanned point clouds.

Keywords: Point Clouds, Moving Least Squares, Feature Enhancement, High Boost
Filtering

1. Introduction

Acquiring 3D models from real-world objects by 3D digital photography and scanning
systems [1, 2] is a relatively inexpensive process for an increasing number of applications.
For example, it can help 3D designer to create detailed models at high resolution, which in
turn improves virtual realism in entertainments and film productions. It is also helpful in rapid
prototyping, reverse engineering, and capture of cultural artifacts. The acquired data is
generally a dense set of points, where each point samples a 3D location and possible
additional attributes such as normal information and material properties.

Various researchers proposed the point sample as simple and versatile graphics primitives
complementing conventional geometric elements, such as triangles or splines. Most efforts
have been devoted to point clouds acquisition, processing, rendering and point based
modeling [2]. As opposed to the traditional polygonal mesh, such a purely point based
representation is particularly useful when dealing with large and complex data set, since there
is no connectivity information to worry about during the modeling. There are many methods
for defining and approximating point set surfaces. Moving Least Squares (MLS) based
surfaces has developed into one of the state-of-art methods [3].

High frequency geometric contributes to the geometric detail, while low frequency signals
account for the overall geometric shape. The high frequency information of the underlying
model plays an essential role in its visual appearance. The term features has different
meanings depending on the discipline and application. In geometrical modeling and computer
graphics the term geometric features is used for free form features of 3D shapes. A free form feature is a visually prominent characteristic of shape, including salient edges, ridges and valley lines as well as geometric textures such as thorns, scales, and bark.

As normal and connectivity are not provided in the point clouds, the estimation of reliable normal and other geometric properties are non-trivial tasks. The noise and outliers points inherent in point clouds present a second major challenge to geometric feature enhancement. Thirdly, geometric features and geometric textures consist of high frequencies which cannot properly sampled by the finite resolution of the scanning devices. When the underlying surfaces contains high frequency geometric feature and geometric textures, the requirement of being resilient to noise and amplifying the high frequency geometric feature simultaneously is especially challenging since the distinction between the noise and high frequency geometric feature is ambiguous.

Inspired by conceptions of multiresolution point clouds representation[4] and High-Boost Filtering in fields of 1D signal processing and 2D digital image processing[5], a novel high frequency geometric feature enhancement method is proposed in this paper. We take as input an unorganized point cloud. Then we get a smoothed version of the original point cloud using the MLS based point cloud smoothing proposed in literature[6] with given scale factor. Thus the distance fields between the original points cloud and its smoothed version is considered as the high frequency geometry features that need to be enhanced intentionally. The high frequency geometry features are amplified by an iterative process: iteratively updating the position of the input points along the normal direction which is proportion to the distance between the point clouds and their corresponding smoothed versions with given geometric enhancement scale factor (Figure 1).

![Figure 1. Principles of our High Frequency Geometric Feature Enhancement Method. (a) Original Point Cloud, (b)Low Frequency Component(top) and High Frequency Geometric Features(Bottom), (c)One Time(Blue), Two Times(Black) and Three Times(Red)Iterative High Boost Geometric Feature Enhancement](image)

The advantage of our approach is following: Our method is opening and scalable, some state of the art progress in the fields of point clouds normal estimation, point clouds smoothing can be integrated in our framework conveniently., the input data consists of only unorganized points, neither global nor local parameterization is needed prior as the presented method needs no surface reconstruction and easy to be implemented as well as its lower computational complexity.

The paper is organized as following: After discussing the related works in Section 2, we give a brief introduction to the concept of high boost filtering in Background of digital image processing in Section 3. We introduce the MLS based point cloud smoothing methods and normal estimation in Section 4. In Section 5, we discuss the method of iteratively updating the position for high frequency geometric feature manipulation. Section 6 concern the implementation and result of our method. We conclude the paper with final remarks and future focus of works in Section 7.
2. Related Works

Signal processing as an approach to surface fairing in the irregular setting was first considered by Taubin[7]. He defines frequencies as the eigenvectors of a discrete Laplacian generalized to irregular triangulations. Guskov et al., [8] apply similar algorithm to the subdivision mesh based on wavelet theories, They generalize the Taubin’s [7] method to the no uniform setting. Tasdizzen et al., [9] applied high-boost filter to face normal on a surface represented as a level set of volumes. After the filtering, a level set method that is computationally expensive is used for manipulating the surface in order to fit it into the processed normal. Yagou et al., [10] Yagou et al., developed a 3D Shape enhancement method based on the high-boost filter to face normal on a triangle mesh and updating mesh vertex positions to make them adapt to the boosted normal. However, this method will introduce the aliasing. Recently Ji et al., [11] Present method for enhancing shape features of a mesh surface by moving mesh vertices from low-curvature regions to high-curvature regions or feature regions. The movement of the vertices, also called vertex flow, is driven by minimizing an objective function defined to take into account several important considerations in mesh improvement.

Aforementioned schemes are applicable to polygonal meshes or triangular meshes only, relying heavily on globally consistent connectivity information between sampled vertices. In contrast, in this paper, our novel detail-preserving editing framework is purely point-based without reconstructing the triangular meshes, which makes it particularly convenient for the large models obtained by scanning devices.

Considerable research has been devoted to the efficient modeling, shape editing and deformation of point-sampled geometry. By transferring several 2D image editing techniques to irregular 3D point setting, Zwicker et al., [12] presented a system called Pointshop 3D for interactive shape and appearance editing of point-sampled surfaces. The system is supported by a powerful point cloud parameterization and a dynamic re-sampling scheme. Pauly et al., [4] Designed a powerful and versatile hierarchical representation for point-based Modeling based on the multi-resolution techniques.

L. Miao, et al., [6] Present a method to compute a set of variation modes for point set surfaces, and represent the point set surfaces as a linear combination of the variation modes, yielding a generative representation for point set surfaces. Then we use this representation to synthesize new shapes for denoising, smoothing and detail enhancement.

Y. Miao et al., [13] generalize the^1/α^ spectral field filtering method propose in [7] to the point sampled surface fields and utilize the high order transfer function to the construction of band pass geometric filtering. They utilize the above techniques to the task of geometric detail manipulation such as detail-preserving editing framework, geometric detail scaling and enhancement and so on.

Y. Liu et al., [14] propose an algorithm to build a set of orthogonal Point-Based Manifold Harmonic Bases (PB-MHB) for spectral analysis over point-sampled manifold surfaces. They define a set of orthogonal bases over the point cloud for further spectral geometric analysis and processing tasks such as salient feature manipulation, geometric filtering and so on.

The aforementioned point based geometric feature manipulation method almost all based on the Laplacian eigenbasis on the point clouds which requires finding a partial spectral decomposition of a large symmetric matrix. This computation is too expensive to be applied in practice to anything but small point clouds. The method that we present here is based on the theory of high boost filtering [5] and multiresolution point cloud representation techniques [4] which avoids explicit computation of the underlying basis. The core operators of our method are point clouds smoothing and iterative updating the points along normal direction.
Our method straightforward and easy to implemented. To my knowledge, fewer works directly address the problem concern geometric feature enhancement for point clouds.

3. High Boost Filtering

The high boost filtering technique is commonly used in the signal processing and digital image processing [5]. It is often desirable to enhance high frequency component while still keeping the low frequency components. The high boost filter is a simple sharpening operator via a procedure which subtracts an unsharp, or smoothed, version of an image from the original image. The complete high boost process is shown in the Figure 2. The process for high boost in digital image is also presented in Eqn.(1) Eqn.(2) respectively, where $k$ is a scaling constant. Reasonable values for $k$ vary between 0.2 and 0.7, with the larger values providing increasing amounts of sharpening.

$$g(x,y) = f(x,y) - f_{smooth}(x,y)$$  \hfill (1)

$$f_{sharp}(x,y) = f(x,y) + kg(x,y)$$  \hfill (2)

The high boost filtering can be implemented using an appropriately defined low-pass filter to produce the smoothed version of an image, which is then pixel subtracted from the original image in order to produce a description of image edges, i.e., a high-passed image.

**Figure 2. The Flowchart of High Boost Filtering**

4. Modified MLS based Point Cloud Smoothing and Normal Estimation

Let us define point cloud as a simple set of 3D point coordinates $\mathbb{P} = \{p_1, p_2, \ldots, p_n\}$, $p_i \in \mathbb{R}^3$, $i = 1, 2, \ldots, N$ without any normal or connectivity information. The data points are unstructured and suppose to belong to a 2-manifold surface. Let $N = |\mathbb{P}|$ be the cardinal of the point set. Let $\mathcal{N}_p = \{p | p_i \in \mathbb{P}, \|p_i - p\| < \delta\}$ be the $\delta$ neighborhoods of point $p_i \in \mathbb{P}$ with radius $\delta$. We choose a KD-tree implementation to accelerating the query operation on point clouds such as the finding $\mathcal{N}_p$ of every $p \in \mathbb{P}$. The KD-tree can be constructed only once and can be used in the follows pipeline.

4.1. Normal Estimation

Many research works concentrate on the normal estimation and normal direction consistency [15-17]. Most of those methods achieve the accuracy at the price of heavy computational overhead. Here we use the traditional local PCA based method to estimate local normal. For every $p \in \mathbb{P}$ and its $\mathcal{N}_p$, let,

$$\hat{p} = \frac{1}{k} \sum_{p_i \in \mathcal{N}_p} p_i$$  \hfill (3)
Then we get the eigenvalue \( \lambda_1 \geq \lambda_2 \geq \lambda_3 \geq 0 \) and their corresponding eigenvector \( \mathbf{v}_1, \mathbf{v}_2, \mathbf{v}_3 \) of matrix \( M \). As a result, we define the direction of vector \( \mathbf{v}_3 \) as the normal estimation. We use the method proposed in [18] for locally orientation consistency and normal field smoothing.

### 4.2. Modified MLS based Point Cloud Smoothing

We use a point cloud smoothing method based on Modified MLS surface approximation proposed by Y. L. Miao, et al., [6]. The traditional MLS surface [3] of point set \( \rho \) is defined as the stationary set of a projection operator which takes a point \( x \) nearby the point set onto a polynomial that locally approximates the underlying surface in the vicinity of \( x \). MLS surfaces have been widely used for point based modeling and rendering in the last few years. Briefly, this MLS projection procedure at point \( x \) takes two steps.

First, a reference plane \( H \) is fitted by minimizing the following weighted least squares:

\[
\sum_{i \in \mathcal{P}} (p_i \cdot n - d)^2 \theta(x, p_i)
\]

(5)

Where \( n \) is the normal vector of the reference plane \( H \), \( d \) is the distance of the origin to the reference plane \( H \), and \( \theta(x, p_i) \) is a positive weighting function. The reference plane \( H \) provides local parameterizations of the sample points. Let \( q \) be the projection of \( x \) on \( H \), \( (u, v) \) be the local parameterization of \( p_i \)'s projection on \( H \), and \( f_i = \mu(p_i - q) \). Then a bivariate polynomial \( g(u, v) \) in the reference plane \( H \) is fitted by minimizing the following weighted least squares:

\[
\sum_{i \in \mathcal{P}} (g(u_i, v_i) - f_i)^2 \theta(x, p_i)
\]

(6)

Finally, the projection of \( x \) on the polynomial is obtained as the MLS projection:

\[
\psi(x) = q + g(0, 0)n
\]

(7)

Based on the MLS projection, Weyrich et al. [19] implemented a smoothing method, called MLS smoother, by shifting each point \( p_i \in \mathcal{P} \) toward \( \psi(x) \) by some distance:

\[
(1 - \alpha)p_i + \alpha\psi(p_i) \rightarrow p_i
\]

(8)

Where \( \alpha \in [0, 1] \). The weighting function in the above the MLS projection is given by a Gaussian \( \theta(x, p_i) = e^{-\frac{1}{2}(x - p_i)^T \Sigma^{-1} (x - p_i)} \), where \( \Sigma \) is an user-specified constant. Generally, a larger \( \Sigma \) will give a smoother surface.

The Modified MLS based point cloud smoother incorporates the idea of the bilateral denoising methods [20-22] by introducing a new weight function \( w(x, p_i) \) that is formulated as:

\[
w(x, p_i) = \theta(x, p_i) \psi(x, p_i)
\]

(9)
Where $\phi(x, P_i)$ is defined as:

$$
\phi(x, P_i) = \exp\left(-\frac{\|x - \Pi_{P_i}(x)\|^2}{2\sigma^2}\right)
$$

(10)

Let $n$ be the normal at point $p_i$, as shown in Figure 3, the linear prediction $\Pi_{P_i}(x)$ for $x$ is defined as its projection on the tangent plane of $p_i$, then

$$
\Pi_{P_i}(x) = x + ((p_i - x) \cdot n) \cdot n
$$

(11)

Free parameters $s$ and $h$ should be tuned manually as be proposed in literature[6]. Figure 3 illustrates the relationship between $\Pi_{P_i}(x)$, $n$, and $p_i$.

Figure 3. Linear Prediction for Point $x$ by the Information of a Nearby Point $p_i$

5. Iterative Position Updating for Shape Enhancement

Our high boost filtering is an iterative process, that is: we iteratively update the position of the original point along the normal direction. The distance between the original point and its updated position is proportion to the given shape enhancement factor $\lambda$. For every point $P_i \in P$ of original point cloud $P$, $P_i' \in P_i'$ is its corresponding point in smoothed version of $P$ where the smoothed version of the original point cloud is denoted by $P_i'$. Let $P_i'' \in P''$ denote the position of updated position of $P_i \in P$, where $P''$ means the point cloud after iterative high boost filtering.

For each iteration, we update the position of every point $P_i \in P'$ as following: we moving the position of $P_i'$ along normal direction of $n_i$, and the distance between the point $P_i'$ and its updated position $P_i''$ is proportion to the given feature enhancement factor $\lambda$. Let $n_i$ be normal of point $P_i$ estimated using method aforementioned in Chapter 4.3. The position updating method is formulated as:

$$
P_i'' = P_i + \lambda \cdot n_i \cdot ((P_i' - P_i) \cdot n_i) / \|n_i\|^2
$$

(12)

Figure 4, illustrate method of our position updating in once iteration. For $P_i'$ (denotes as letter ‘C’) and its corresponding point in smoothed version $P_i'$ (denotes as letter ‘A’). $n_i$, is on the vector $BD$, $CD$ is the projection of vector $P_i' - P_i$ along direction of normal $n_i$, and $\lambda = \|CF\| / \|CD\|$, then position of point ‘F’ is the updated position of point $P_i$. The free
parameter $l$ can be tuned manually, in our experiment, we use the value between 0.1–0.3.

The whole iteration processing can be described in pseudo code in Figure 5. In our implementation, the iteration number $l$ should be tuned manually, the typical $l$ is within the range of 3–12. Too large $l$ could produce geometric feature exaggerated visual effect and need upsample operation to compensate aliasing effect caused by high boost operation.

Figure 4. Illustrate Position Updating in Once Iteration

\[
\text{while } \quad l > 0 \\
\quad \text{Modify MLS Smooth} \left( P \right) \rightarrow P' \\
\quad \forall \mathbf{p}_j \in P, \text{Estimate Normal} \left( \mathbf{p}_j \right) \rightarrow \mathbf{n}_j \\
\quad \text{for } \quad \mathbf{p}_j \in P \\
\quad \quad \mathbf{p}_j + l \mathbf{n}_j \mathbf{\left( (\mathbf{p}_j - \mathbf{p}_j) \cdot \mathbf{n}_j \right) / \|\mathbf{n}_j\|} \rightarrow \mathbf{p}_j \\
\quad \quad P' = \bigcup \{\mathbf{p}_j'\} \\
\quad \text{endfor} \\
\quad P' \rightarrow P, l - 1 \rightarrow l \\
\text{End}
\]

Figure 5. Process of Iterative Position Update

6. Implementation and Results

All the algorithms presented in this paper are implemented and tested on a PC with a Pentium 4 Dual Core 2.0GHz CPU, 2GB memory and Windows XP in Matlab environment. Table 1 shows the data statistical, timing for once iterative position update and tuning of free parameters of Modified MLS smoothing. Table 1 shows the Statistics, Timings and Parameters of High Boost Operation on Different Point Cloud. ($s$ means second, time units, $r$ is the radius size of the model’s bounding sphere).

Table 1. Statistics, Timings and Parameters of High Boost Operation on Different Point Clouds

<table>
<thead>
<tr>
<th>Point Cloud</th>
<th>Vertices</th>
<th>Iteration</th>
<th>Factor $l$</th>
<th>$s$</th>
<th>$h$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bunny</td>
<td>34834</td>
<td>29.0634s</td>
<td>0.186</td>
<td>0.0042</td>
<td>0.043</td>
</tr>
<tr>
<td>Max-Plank</td>
<td>52809</td>
<td>43.1206s</td>
<td>0.207</td>
<td>0.0068</td>
<td>0.038</td>
</tr>
<tr>
<td>Sheep</td>
<td>159331</td>
<td>168s</td>
<td>0.165</td>
<td>0.0042</td>
<td>0.035</td>
</tr>
</tbody>
</table>

Figure 6 shows results of our high frequency feature enhancement approach applied on the Bunny Model. For original point cloud with 34834 vertices, we iteratively updating the
position of the original points along the normal direction thus we get the high frequency geometric feature enhancement effective. Original point clouds Figure 6. (a)) and the smoothed version (Figure 6. (b)) are rendered with smooth shading. For given feature enhancement factor $\lambda=0.186$, we iteratively updating the position of point along the direction of normal thus we get the result of geometric feature enhancement respectively. Figure 6 (b,c,d,e,f) shows the result of different iteration number $I$: $I=1, I=3, I=5, I=9, I=12, I=5$, respectively.

![Figure 6. High Boost Geometric Feature Enhancement on the Point Cloud Bunny](image)

Figure 6. High Boost Geometric Feature Enhancement on the Point Cloud Bunny

Figure 7 shows results of our high frequency feature enhancement approach applied on the Max_Planck with 52809 vertices. For given feature enhancement factor $\lambda=0.206$, we iteratively updating the position of point along the direction of normal thus we get the result of geometric feature enhancement point cloud models respectively. Original point clouds(Figure 7 (a)) and the smoothed version (Figure 7 (b)) are rendered with smooth shading Figure 7 (b,c,d,e,f) shows the result of different iteration numbers $I$: $I=1, I=3, I=5, I=9, I=12, I=5$, respectively.

Figure 7 shows results of our high frequency feature enhancement approach applied on the Max_Planck with 52809 vertices. For given feature enhancement factor $\lambda=0.206$, we iteratively updating the position of point along the direction of normal thus we get the result of geometric feature enhancement point cloud models respectively. Original point clouds(Figure 7 (a)) and the smoothed version (Figure 7 (b)) are rendered with smooth shading Figure 7 (b,c,d,e,f) shows the result of different iteration numbers $I$: $I=1, I=3, I=5, I=9, I=12, I=5$, respectively.

Figure 8 shows results of our high frequency feature enhancement approach applied on the Max_Planck with 52809 vertices. Figure 9 shows results of our high frequency feature enhancement approach applied on the Moai from aim@shape.net with 19862 vertices. For given feature enhancement factor we iteratively updating the position of point along the direction of normal thus we get the result of geometric feature enhancement respectively. Figure 7 (c,d,e,f) shows the result of different iteration number $I$: $I=2,3,12,13$ respectively.

![Figure 7. High Boost Geometric Feature Enhancement on the Point Cloud Max-Planck](image)

Figure 7. High Boost Geometric Feature Enhancement on the Point Cloud Max-Planck

![Figure 8. High Boost Geometric Feature Enhancement on the Point Cloud Sheep. Original Point Clouds (a) and its Smoothed Version (b), Rendered with Smooth Shading](image)

Figure 8. High Boost Geometric Feature Enhancement on the Point Cloud Sheep. Original Point Clouds (a) and its Smoothed Version (b), Rendered with Smooth Shading
It is intuitively: for given feature enhancement factor $\lambda$ and iteration number $I$, too small iteration number $I$ cannot produce obvious visual geometric feature enhancement effective (Figure 6 a, Figure 7 a, and Figure 8 a respectively). Too big iteration number $I$ may produce the exaggerate feature enhancement effective (Figure 6 e,f, Figure 7 e,f and Figure 8 e,f respectively). Our experimental results (Figure 6 c, d, Figure 6. c,d, Figure 7 c, d respectively) show that our geometric feature enhancement approach can always yield natural deformation when the accumulated enhancement factor $\Sigma = \lambda \cdot I$ (which is define as the product of enhancement Factor $\lambda$ and iteration number $I$) is with the range of $0.4 \leq \Sigma \leq 1.1$. How to tuning those free parameters automatically and geometrical adaptively are the focus of our future works.

7. Conclusions and Future Work

We generalize the 2D high boost filtering to the fields of 3D geometric feature enhancement. The high boost geometric feature is enhanced via iterative updating positions of every point along normal direction. The distance between the original points and updated position is proportion to the distance between the original point and its corresponding point in soothed version.

Our method is simple and straightforward. It is easy to be implemented. Input of our method consists of a set of unorganized points; neither global nor local parameterization is needed priory. There is no need of ROI (region of interesting) being specified annually. Only few free parameters with intuitive geometric significance should be tuning manually.

Yet there is still room for improving performance of our high boost geometric enhancement method. Although we can tune the free parameters of our method manually, the relationship both quantity and quality between those free parameters is not known. Adopt the strategies proposed in literature[23] and tuning those free parameters automatically and geometrically is focus of our further works. Our experiment shows that to larger accumulated enhancement factor $\Sigma$ may cause obviously geometric feature exaggerate as well as geometric aliasing. How to eliminate those geometric aliasing is also focus of our future research works.
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