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#### Abstract

It has been observed that the behavioural view of concurrent systems that all possible sequences of actions are relevant is too generous; Not all sequences should be considered as likely behaviours. By taking progress fairness assumptions into account one obtains a more realistic behavioural view of the systems. In this paper we consider the problem of performing model checking relative to this behavioural view. We present a $C T L$-like logic which is interpreted over the model of concurrent systems labeled 1 -safe nets. It turns out that Mazurkiewicz trace theory provides a useful setting in which the progress fairness assumptions can be formalized in a natural way. We provide the first, to our knowledge, set of sound and complete tableau rules for a $C T L$-like logic interpreted under progress fairness assumptions. keywords: fair progress, labeled 1-safe nets, local model checking, maximal traces, partial orders, inevitability


## 1 Introduction

Recently attention has focused on behavioural views of concurrent systems in which concurrency or parallelism is represented explicitly $[18,11,22,20,23]$. This is is done by imposing more structure on models for concurrent systems, in our case an independence relation on the transitions.

Our main objective is to explore the use of the extra structure of independence in the context of specification logics. This paper introduces and studies a CTL-like branching time temporal logic, $P$-CTL, interpreted over the reachability graph of labelled 1 -safe nets.

Labeled 1-safe nets are Petri nets whose transitions are labeled by actions from a set Act and whose reachable markings have at most one token on any place. Labeled

[^0]1 -safe nets are for example obtained by translating agents from various process algebras or constructed as the synchronization of finite automata.

As an example let us consider the process agent fix $(X=a . X) \mid(\tau . b .0)$. Its transition graph is given below to the left. The initial state is $i$ and $s_{1}$ and $s_{2}$ are the only other reachable states. The agent can also be represented by the labeled 1 -safe net to the right, containing three transitions labeled $a, \tau$, and $b$ respectively [14, 23].


The net gives us a more concrete model of the process agent. It shows that the transition labeled $a$ is independent of those labeled $\tau$ and $b$. We can therefore add more structure to the above transition system by providing a relation which explicitly states this independence. The new transition system is an example of a labeled asynchronous transition system (l-ATS ) [19, 1, 23, 15]. In general, we can obtain such a labeled asynchronous transition system as the case graph, extended with implicit information about independence, of a labeled 1 -safe net. In this paper, we will concentrate on labeled 1 -safe nets.

The logic P-CTL contains one important feature which is the model-theoretic incorporation of progress. What corresponds to quantified "until" path formulas in CTL is in our setting interpreted over firing sequences of labeled 1-safe nets respecting certain progress assumptions. This is formalized using maximal traces in the framework of Mazurkiewicz trace-theory, where we make explicit use of the notion of independence between transitions. As an example the formula $E v(<b\rangle t t)$, "eventually $b$ is enabled" ( $t t$ means "True"), is true of the process agent example under the assumption of progress (our interpretation), but not without (standard CTL interpretation). Our interpretation is conservative in the sense that if we interpret $P$-CTL over standard lts we get the standard $C T L$ interpretation.

Work on expressing progress assumptions and fairness assumptions can be found in for example Manna and Pnueli's book on temporal logic [10]. Often it involves "coding" these assumptions using linear time temporal logic formulas of the form $\phi_{\text {fair }} \Rightarrow \psi$, which require a more detailed knowledge of the particular system. We are able to avoid this obstacle and treat progress assumptions uniformally.

In the standard setting of CTL-like logics interpreted over labeled transition systems, model checking has been described in [4] using a state based algorithm, and in [8, 21] using tableaux rules. Model checking in the framework of partial order semantics has been described in $[17,16]$.

In this paper we present the first, to our knowledge, set of sound and complete tableau rules in the style of $[8,21]$ for a $C T L$-like logic interpreted in the trace theoretic framework. The rules are a generalization of those in $[8,21]$ in the sense that if we restrict model checking to labeled 1 -safe nets without independent transitions, our tableau rules work in the same way. Using the distinction between "local" and "global" model checking as advocated by Stirling and Walker in [21] our method must be classified as "local" model checking. Local model checking has the advantage that it isn't necessary to have an explicit representation of all the states of the system being investigated. This is however necessary for the global model checking algorithm of [4]. Labeled 1-safe P/T nets are examples of models which can be "locally" model checked without necessarily generating
the entire reachability graph/state space.
In [2] related work is presented. There, based on the approach in [4], we present a global model checking algorithm for $P-C T L$. By choosing this approach, contrary to a tableau based as in [8, 21], we obtain a polynomial time algorithm (in the size of the reachability graph). Also, different extensions of $P-C T L$ in the form of modal operators expressing concurrent or conflicting behaviour are considered.

The rest of the paper is organized as follows. In section 2 we provide the necessary definitions. In section 3 we present the logic and its interpretation. Section 4 contains a motivating example followed by the tableau rules and the definition of tableaux. In section 5 we state the main result, soundness and completeness of the proposed tableau rules. Finally section 6 contains the conclusion and suggestions for future work.

## 2 Basic Definitions

In this section we recall some basic definitions. Furthermore we state some facts and lemmas. First we define concurrent alphabets, the fundamental structure in Mazurkiewicz trace theory [11].

## Definition 1 Concurrent alphabet and traces

- $A$ concurrent alphabet $(A, I)$ is a set $A$ and a relation $I \subseteq A \times A$, the independence relation, which is symmetric and irreflexive.

In the following assume a fixed concurrent alphabet ( $A, I$ ).

- Given a set $A$ we define $A^{\infty}=A^{*} \cup A^{\omega}$, i.e. $A^{\infty}$ is the set of all finite and infinite sequences of elements from $A$.
- Define concatenation o of elements in $A^{\infty}$ as:

$$
u \circ v= \begin{cases}u & \text { if }|u|=\infty \\ u v & \text { else }\end{cases}
$$

For notational convenience we will write $u v$ instead of $u \circ v$.

- Let $\leq_{p r e f}$ be the usual prefix ordering on sequences and $\pi_{(a, b)}$ the projection on $\{a, b\}^{\infty}$. We define a preorder $\preceq$ on $A^{\infty}$ which demands that the relative order of arbitrary elements $a$ and $b$, which are in conflict, i.e. $(a, b) \notin I$, must be the same when ignoring other elements of the sequences. Formally:

$$
u \preceq v \quad \text { iff }\left(\forall(a, b) \notin I . \pi_{(a, b)}(u) \leq_{p r e f} \pi_{(a, b)}(v)\right)
$$

- Define an equivalence relation $\equiv$ on $A^{\infty} a s u \equiv v$ if $u \preceq v$ and $v \preceq u$. Let $[u]$ denote the equivalence class containing $u$.
- Fact: $\equiv$ is a congruence with respect to 0 .
- The elements of $A^{\infty} / \equiv$ will be called traces.
- For $[u],[v] \in A^{\infty} / \equiv$ we define $[u] \preceq[v]$ if $u \preceq v$. It can be shown that this relation is a partial order. We will write $[u] \prec[v]$ if and only if $u \preceq v$ and $u \not \equiv v$.
- Fact: for $u, v \in A^{*}$ :

$$
\begin{aligned}
& -u \equiv v \quad \text { iff } u \equiv_{M} v \\
& -[u] \preceq[v] \text { iff }\left(\exists u^{\prime} \in A^{*} .\left[u u^{\prime}\right]=[v]\right)
\end{aligned}
$$

where $\equiv_{M}$ is the well known equivalence used by Mazurkiewicz when defining finite traces, see [11].

We have chosen to present traces using projections $\pi_{(a, b)}$. In this way finite as well as infinite traces are handled in a uniform way. Similar definitions can be found in for example [7].

We now define labeled 1 -safe nets, the labeled version of 1 -safe nets ${ }^{1}$.

## Definition 2 1-safe nets

A 1-safe net, or just a net, is a fourtuple $N=\left(P, T, F, M_{0}\right)$ such that

- $P$ and $T$ are finite disjoint sets; their elements are called places and transitions, respectively.
- $F \subseteq(P \times T) \cup(T \times P) ; F$ is called the flow relation.
- $M_{0} \subseteq P ; M_{0}$ is called the initial marking of $N$; in general, a set $M \subseteq P$ is called $a$ marking of $N$.

Given $a \in P \cup T$, the preset of $a$, denoted by ${ }^{\bullet} a$, is defined as $\left\{a^{\prime} \mid a^{\prime} F a\right\}$; the postset of $a$, denoted by $a^{\bullet}$, is defined as $\left\{a^{\prime} \mid a F a^{\prime}\right\}$. We define the independence relation $I$ to be the irreflexive symmetric relation over $T$ defined by $t_{1} I t_{2}$ iff ${ }^{\bullet} t_{1}^{\bullet} \cap{ }^{\bullet} t_{2}^{\bullet}=\emptyset$.

## Definition 3 Firing sequences

Let $N=\left(P, T, F, M_{0}\right)$ be a net.

- A transition $t \in T$ is enabled at a marking $M$ of $N$ if ${ }^{\bullet} t \subseteq M$ and $\left(M-{ }^{\bullet} t\right) \cap t^{\bullet}=\emptyset$. We denote the set of enabled transitions at a marking $M$ by next $(M)$.
- Given a transition $t$, we define a relation $\xrightarrow{t}$ between markings as follows: $M \xrightarrow{t} M^{\prime}$ if $t$ is enabled at $M$ and $M^{\prime}=(M-\bullet t) \cup t^{\bullet}$. The transition $t$ is said to occur (or fire) at $M$. If $M_{0} \xrightarrow{t_{1}} M_{1} \xrightarrow{t_{2}} \ldots \xrightarrow{t_{n}} M_{n}$ for some markings $M_{1}, M_{2}, \ldots M_{n}$, then the sequence $\sigma=t_{1} \ldots t_{n}$ is called an occurrence sequence. $M_{n}$ is the marking reached by $\sigma$, and this is denoted $M_{0} \xrightarrow{\sigma} M_{n}$. A marking $M$ is reachable if it is the marking reached by some occurrence sequence.
- Given a marking $M$ of $N$, the set of reachable markings of the net $(P, T, F, M)$ (i.e., the net obtained replacing the initial marking $M_{0}$ by $M$ ) is denoted by $[M\rangle$.

[^1]- A labeled 1-safe net $N=\left(P, T, F, M_{0}, l\right)$ is just a 1-safe net together with a map $l: T \rightarrow$ Act, mapping each transition to an action in Act.

The behaviour of a net is captured by the reachability graph.

## Definition 4 Reachability graph

- The reachability graph of a net $N$ is the edge-labeled graph, $(V, E)_{N}$, whose vertices, $V$, are the reachable markings of $N$; if $M \xrightarrow{t} M^{\prime}$ for a reachable marking $M$, then there is an edge from $M$ to $M^{\prime}$ labeled with $t$.

In the following we assume a fixed labeled 1 -safe net $N$ and consider its reachability $\operatorname{graph}(V, E)_{N}$. We will use the symbols $p, q, \ldots$ to denote vertices in $(V, E)_{N}$ and $p \xrightarrow{t} q$ to denote that there is an edge between $p$ and $q$ labeled with $t$. Notice that $(T, I)$ is a concurrent alphabet. If nothing else is mentioned it is implicitly assumed that $(T, I)$ is used to generate the congruence $\equiv$.

## Definition 5 Path

- Define a path from $p \in V$ as a sequence, finite or infinite, of events $t_{1}, t_{2}, \ldots$, for which there exists states $p_{1}, p_{2}, \ldots$ such that $p \xrightarrow{t_{1}} p_{1} \xrightarrow{t_{2}} p_{2} \cdots$. Notice that the firing rules of the net ensure the uniqueness of the $p_{i}$ 's if they exist. We therefore also refer to $p \xrightarrow{t_{1}} p_{1} \xrightarrow{t_{2}} p_{2} \cdots$ as a path from $p$ and use the notation $p \xrightarrow{\sigma}$ where $\sigma=t_{1} t_{2} \cdots$. Define path $(p) \subseteq T^{\infty}$ to be all paths from $p$ and use the notation $p \xrightarrow{\sigma}$ to indicate that $\sigma \in \operatorname{path}(p)$.
- A path from $p$ is maximal if it is either infinite or ends in a deadlocked state (or just a deadlock) $p_{n}$, that is, a state $p_{n}$ such that $p_{n} \nrightarrow$.
- Due to the firing rules of the nets we have that $\equiv$ respect the path property, formally: $\left(\forall \sigma \in \operatorname{path}(p) .\left(\forall \sigma^{\prime} \in[\sigma] . p \xrightarrow{\sigma^{\prime}}\right)\right)$. Hence path $(p)$ can be partitioned into elements of $T^{\infty} / \equiv$. Moreover if $\sigma$ is finite then $p \xrightarrow{\sigma} q$ implies $\left(\forall \sigma^{\prime} \in[\sigma] . p \xrightarrow{\sigma^{\prime}} q\right)$.
- Given $\sigma \in \operatorname{path}(p),|\sigma|=\infty, \sigma=t_{1} t_{2} \cdots$. A transition $t$ is said to be continuously concurrently enabled along $p \xrightarrow{\sigma}=p \xrightarrow{t_{1}} p_{1} \xrightarrow{t_{2}} p_{2} \cdots$ if and only if $t$ is enabled from a certain point and independent of the rest of the transitions taken along $p \xrightarrow{\sigma}$, formally: $\left(\exists n \in I N .\left(\forall j \geq n . p_{j} \xrightarrow{t} \wedge t I t_{j+1}\right)\right)$. Notice that the irreflexivity of $I$ implies that from a certain point $t$ is never taken along the path $p \xrightarrow{\sigma}$. Whenever $p$ is understood we simply say that $t$ is continuously concurrently enabled along $\sigma$. In the process agent example from the introduction, $\tau$ is continuously concurrently enabled along $i \xrightarrow{a^{\infty}}$.
- Define $\operatorname{comp}(p)$ as the maximal elements with respect to $\preceq ~ o f ~ p a t h(p) / \equiv$. For $\sigma \in\left[\sigma^{\prime}\right] \in \operatorname{comp}(p)$ we refer to $p \xrightarrow{\sigma}$ as a computation from $p$. In the process agent example, $\tau b a^{\infty}$ is a computation from $i$ while $a^{\infty}$ is not, when we use $a, b$, and $\tau$ to refer to the corresponding transitions.

Lemma 6 If $t$ is continuously concurrently enabled along $\sigma \in \operatorname{path}(p)$ then for any $\sigma^{\prime} \in[\sigma] t$ is continuously concurrently enabled along $\sigma^{\prime}$, that is, $\equiv$ respects continuously concurrently enabled. Hence for $\sigma \in \operatorname{path}(p)$ we say that $t \in T$ is continuously concurrently enabled along $[\sigma]$ if $t$ is continuously concurrently enabled along $\sigma$.

Lemma 7 Given $\sigma \in \operatorname{path}(p),|\sigma|=\infty$. Then $(\exists t \in T . t$ is continuously concurrently enabled along $\sigma$ ) iff $\left(\exists \sigma^{\prime} \in \operatorname{path}(p) .[\sigma] \prec\left[\sigma^{\prime}\right]\right)$.

Above, we have identified the maximal traces as maximal elements in a partial order. Lemma 5 explains why we concentrate on these traces. They represent executions (of a concurrent system) which are fair with respect to progress of independent processes. In [12] the term "concurrency fairness" is used for such behaviours. Compared to other notions of "fairness" in the context of concurrent systems, "progress fairness" is a very weak assumption, see [10] for a comparison.

## 3 The Logic $P-C T L$ and its Interpretation

In this section, we assume a fixed labeled 1 -safe net $N=\left(P, T, F, M_{0}, l\right)$. Our logic has the following syntax, where $\alpha \in$ Act.

$$
A::=t t|\neg A| A_{1} \wedge A_{2}\left|\diamond_{\alpha} A\right| A_{1} U_{\exists} A_{2} \mid A_{1} U_{\forall} A_{2}
$$

In Hennessy-Milner logic [13], $\langle a\rangle A$ expresses the fact that one can perform an action $a$ from a state and, in doing so, reach another state at which $A$ holds. Similarly, the $\diamond_{\alpha} A$ expresses that a transition labeled $\alpha$ can be performed reaching a state where $A$ holds. $t t$ is an abbreviation for TRUE. The "until" operators $U_{\exists}$ and $U_{\forall}$ are introduced as generalizations of their counterparts in [4], here interpreted over maximal traces, following Mazurkiewicz [11].

The logic is interpreted over the reachability graph $(V, E)_{N}$ of $N$ as follows, where $p \in V$, $\alpha \in$ Act, and we have written $\models$ instead of $\models_{N}$ since $N$ was fixed. Only the non trivial cases are presented.

- $p \models \diamond_{\alpha} A$ iff $(\exists t \in T, q \in V . l(t)=\alpha \wedge p \xrightarrow{t} q \wedge q \models A)$
- $p \models A_{1} U_{\exists} A_{2}$ iff $\left(\exists[\sigma] \in \operatorname{comp}(p), p \xrightarrow{\sigma}=p_{0} \xrightarrow{t_{1}} p_{1} \xrightarrow{t_{2}} p_{2} \cdots\right.$. $\left.\left(\exists 0 \leq n \leq|\sigma| .\left(p_{n} \models A_{2}\right) \wedge\left(\forall 0 \leq i<n . p_{i} \models A_{1}\right)\right)\right)$
- $p \models A_{1} U_{\forall} A_{2}$ iff $\left(\forall\left[\sigma^{\prime}\right] \in \operatorname{comp}(p) .\left(\forall \sigma \in\left[\sigma^{\prime}\right], p \xrightarrow{\sigma}=p \xrightarrow{t_{1}} p_{1} \xrightarrow{t_{2}} p_{2} \cdots\right.\right.$. $\left.\left.\left(\exists 0 \leq n \leq|\sigma| . p_{n} \models A_{2} \wedge \forall 0 \leq i<n . p_{i} \models A_{1}\right)\right)\right)$

Furthermore, we define $f f \equiv \neg t t,\langle\alpha\rangle A \equiv \diamond_{\alpha} A, F A \equiv t t U_{\exists} A, G A \equiv \neg F \neg A$, $E v A \equiv t t U_{\forall} A$, and $A l A \equiv \neg E v \neg A$. The meaning of $E v A$ is that eventually/inevitably $A$ will hold along any path that satisfies the progress assumptions (fair progress) while AlA means that along some progress fair path $A$ always holds. In the process agent example from the introduction we have $i=E v<b>t t$.

Definition 8 Given a labeled 1-safe net $N=\left(P, T, F, M_{0}, l\right)$ and a formula $A$. The model checking problem of $N$ and $A$ is the problem of deciding whether or not $M_{0} \models A$.

## 4 A Tableau Method for Model Checking

Local model checking as tableau systems has been presented in [21]. As opposed to a global model checker [4] (see also [2], where a global model checker for $P$ - CTL is presented), which checks if all states of the system satisfies a formula, a local model checker only checks if a specific state satisfies a given formula. For local model checkers based on tableau systems this is done by only visiting states if the tableau rules require it. Hence the local model checker may well be able to show that a state satisfies a formula without visiting all states of the system. For systems with a compact representation, such as 1 -safe nets (where a state of the system/net is considered to be a marking), a local model checker only has to generate new parts of the reachability graph when the tableau rules require it. Since the size of the reachability graph can be exponentially bigger than the size of the net, a local model checker sometimes has an advantage over a global model checker, since it can perform model checking using less memory.

In this section we present a local model checker based on a tableau system for model checking formulas from our logic. We begin by considering an example to give some intuition about the problems we are faced with when looking for a tableau system. Since our interpretation of the logical operators in $P$-CTL coincides with the usual interpretation when there is no concurrency in the nets, we would also like the tableau system to be a conservative extension of those presented in [8,21]. The main difficulty is how to generalize the unfolding formulas in $P$ - $C T L$ which correspond to minimal fixed-point assertions.

### 4.1 Unfolding Minimal Fixed-Point Assertions

Below we consider a very simple reachability graph, $g_{1}$, which is generated by the 1 -safe net to the right.


The $t_{i}$ 's are the transitions, the Greek letters the labels, and $p_{0}$ the initial marking. The independence relation is the smallest such containing $\left(t_{1}, t_{5}\right),\left(t_{3}, t_{5}\right),\left(t_{2}, t_{6}\right),\left(t_{4}, t_{6}\right)$. Now $p_{0}=_{g_{1}} \neg E v<\gamma>t t$ because of e.g. $\left[\left(t_{1} t_{3} t_{2} t_{4}\right)^{\infty}\right] \in \operatorname{comp}\left(p_{0}\right)$ and no state along the computation $\left(t_{1} t_{3} t_{2} t_{4}\right)^{\infty}$ satisfies $\langle\gamma\rangle t t$. However if we restrict yourselves to the states $p_{0}, p_{1}, p_{3}, p_{4}, p_{7}$ (referred to as $g_{2}$ ) we do indeed have $p_{0} \models_{g_{2}} E v\langle\gamma\rangle t$ t, since every computation from $p_{0}$ must eventually reach $p_{4}-t_{5}$ cannot be continuously ignored.

Let us consider how a tableau (proof tree) for $p_{0} \models_{g_{2}} E v\langle\gamma\rangle t t$ might look like:

$$
\frac{p_{0} \vdash E v<\gamma>t t}{\frac{p_{1} \vdash E v<\gamma>t t}{p_{0} \vdash E v<\gamma>t t}} \frac{\frac{p_{3} \vdash E v<\gamma>t t}{\frac{p_{4} \vdash E v<\gamma>t t}{p_{4} \vdash<\gamma>t t}}}{} \quad \frac{\frac{p_{4} \vdash<\gamma>t t}{p_{7} \vdash t t}}{}
$$

The above tree is constructed according to some intuitive tableau rules. Although informal, the example provides the first important observation. The leftmost branch begins and ends with the sequent $p_{0} \vdash E v\langle\gamma\rangle t t$. In the $\mu$-calculus $E v\langle\gamma\rangle t t$ is expressed by the formula $\mu X .\langle\gamma\rangle t t \vee[A c t] X$. Hence based on the tableau methods from [8, 21], one might expect that the above tree should be discarded as a tableau since in the unfolding of the minimal fixed-point assertion reaches itself. However in the current framework, we interpret the logic over maximal traces, and the detected loop, $\left(p_{0} \xrightarrow{t_{1}} p_{1} \xrightarrow{t_{3}} p_{0}\right)^{\infty}$, is not a computation from $p_{0}$ since the transition $t_{5}$ is continuously concurrently enabled. This example suggests that we might allow the unfolding of a minimal fixed-point assertion to reach itself. The cases in which this will be allowed should include the existence of an transition that is continuously concurrently enabled along the loop represented by such a branch. Our solution to this problem is to annotate the logic used in the tableau rules. The idea is to keep track of the transitions which are continuously concurrently enabled and update this information as one unfolds the reachability graph via the tableau rules. So in our case $t_{5}$ would be "remembered" along the $p_{0} \rightarrow p_{1} \rightarrow p_{0}$ branch.

Let us consider a second example. This time we use $g_{1}$. Again we construct in an intuitive and informal manner a tree rooted in the sequent $p_{0} \vdash E v<\gamma>t t$ :


Again the interesting parts are the branches that unfold a minimal fixed-point assertion into itself. There are two such branches, the leftmost and the rightmost. However along both of these there are transitions which are continuously concurrently enabled, $t_{5}$ for the left branch and $t_{6}$ for the right branch. So according to the previous remarks these branches shouldn't discard the tree from being a tableau. But we do wish to discard the tree as a tableau since $p_{0} \models_{g_{1}} \neg E v\langle\gamma\rangle t t$. The problem is that by composing the two loops $\left(p_{0} \xrightarrow{t_{1}} p_{1} \xrightarrow{t_{3}} p_{0}\right)$ and $\left(p_{0} \xrightarrow{t_{2}} p_{2} \xrightarrow{t_{4}} p_{0}\right)$ we can obtain an infinite path $\left(p_{0} \xrightarrow{t_{1}} p_{1} \xrightarrow{t_{3}} p_{0} \xrightarrow{t_{2}} p_{2} \xrightarrow{t_{4}} p_{0}\right)^{\infty}$. Along this path there is no transition which is continuously concurrently enabled, that is, it is a computation from $p_{0}$. Moreover no state along the loop satisfies $\langle\gamma\rangle t t$. This fact should discard the tree from being a tableau.

One solution to the problem of detecting such "combined" loops is to continue to unfold the minimal fixed-point assertions $p_{0} \vdash E v\langle\gamma\rangle t t$. If we unfold the fixed point assertion once more in the above example, still updating and propagating the information
kept in the annotation, we will obtain a leaf with the information that we have found a looping path along which no transition is continuously concurrently enabled. This could discard the tree from being a tableau.

It turns out that the remaining problem is to find some general bound on the number of times we allow the unfolding of a minimal fixed-point assertion. In the next subsection we provide the necessary definitions. The bound we use is at most $|T|$, the number of transitions in the labeled 1 -safe net.

### 4.2 Tableau Rules

In this section we consider a fixed labeled 1-safe net $N$ and its reachability graph $(V, E)_{N}$.

### 4.2.1 Annotated Logic

Before giving the tableau rules, we define the syntax of an annotated logic which is used in the tableau rules:

$$
B::=t t|\neg B| B_{1} \wedge B_{2}\left|\diamond_{\alpha} B\right| B_{1} U_{\exists}^{\mathcal{C}} B_{2} \mid B_{1} U_{\forall}^{\mathcal{C}} B_{2}
$$

where $1 \leq n<\infty, \mathcal{C} \subseteq V$. The model checking will be performed by unfolding parts of the reachability graph into a tree structure. The unfolding will take place under certain constraints which restrict the size of the tree structure. The intuition is that $\mathcal{C}$ keeps track of which states have been visited and prevents unnecessary unfolding.

For the $U_{\forall}$ operator we need a more elaborate annotation. In the tableau rules we use the following annotations: $B_{1} U_{\forall}^{\left(p, n, T^{\prime}\right)} B_{2}, B_{1} U_{\forall}^{\left(p, n, T^{\prime}, V^{\prime}, \rightarrow\right)} B_{2}$, and $B_{1} U_{\forall}^{\left(p, n, T^{\prime}, V^{\prime},-\right)} B_{2}$, where $B_{1}, B_{2}$ are formulas from the annotated logic and $p \in V, T^{\prime} \subseteq T, V^{\prime} \subseteq V$, and $n \in I N . V^{\prime}$ plays the same role as $\mathcal{C}$ and $T^{\prime}$ keeps track of which transitions have been concurrently enabled but ignored along the path corresponding to the current branch in the tree. $p$ is a state from which we try to detect certain "critical loops". In the example from section $4.1 p$ would correspond to $p_{0}$ and the "critical loops" would correspond to $p_{0} \xrightarrow{t_{1}} \xrightarrow{t_{3}} p_{0}$ and $p_{0} \xrightarrow{t_{2}} p_{0}$.

### 4.2.2 Rules

In this section we present the tableau rules. There is a trade off between the rules and the definition of tableaux. One can obtain simple rules at the cost of a complicated definition of tableaux ${ }^{2}$. At the cost of presenting less simple tableau rules we keep the definition of tableaux simple.

The rules will consist of tableau rules for sequents of the form $p \vdash B$. The rules can be read from top to bottom as: "the top sequent holds ( $B$ holds at $p$ ) if the bottom sequents and side conditions hold".

[^2]Tableau Rules
^, 1) $\frac{p \vdash B_{1} \wedge B_{2}}{p \vdash B_{1} p \vdash B_{2}}$
$\left.\diamond_{\alpha}, 3\right) \quad \frac{p \vdash \diamond_{\alpha} B}{q \vdash}$
$-t \in T, q \in V, p \xrightarrow{t} q$
$\left.U_{\exists}^{\mathcal{C}}, 3\right) \quad \frac{p \vdash B_{1} U_{\Xi}^{\mathcal{C}} B_{2}}{p \vdash B_{2}}$
$-l(t)=\alpha$
$-p \notin \mathcal{C}$.
4) $\frac{p \vdash B_{1} U_{\exists}^{\mathcal{C}} B_{2}}{p \vdash B_{1} \quad q \vdash B_{1} U_{\exists}^{\mathcal{C} \cup\{p\}} B_{2}}$
$\left.U_{\forall}^{\mathcal{C}}, 5\right) \quad \frac{p \vdash B_{1} U_{\forall}^{\mathcal{C}} B_{2}}{p \vdash B_{2}}$
$-p \notin \mathcal{C}, t \in T, q \in V, p \xrightarrow{t} q$.
$-p \notin \mathcal{C}$.
$-p \notin \mathcal{C}, \operatorname{n\epsilon xt}(p)=\left\{t_{1}, \ldots, t_{m}\right\}$, $0<m \in I N$,
$-\left(\forall 1 \leq i \leq m \cdot p \xrightarrow{t_{i}} q_{i}\right)$
7) $\frac{p \vdash B_{1} U_{\forall}^{\mathcal{C}} B_{2}}{p \vdash B_{1} U_{\forall}^{(p, \mid n e x t(p)), \text { next }(p))} B_{2}}$
$-p \in \mathcal{C}$
8) $\frac{p \vdash B_{1} U_{\forall}^{\left(p, n, T^{\prime}\right)} B_{2}}{p \vdash B_{1} U_{\forall}^{\left(p, n-1, T^{\prime}, \emptyset, \rightarrow\right)} B_{2}}$
$-0<n \in \mathbb{N}, T^{\prime} \neq \emptyset$
9) $\frac{q \vdash B_{1} U_{\forall}^{\left(p, n, T^{\prime}, V^{\prime}, \rightarrow\right)} B_{2}}{q \vdash B_{1} \quad q_{i} \vdash B_{1} U_{\forall}^{\left(p, n, e_{i} I T^{\prime}, V^{\prime} \cup\{q\}, \rightarrow\right)} B_{2}}$
$-q \notin V^{\prime}, \operatorname{next}(q)=\left\{t_{1}, \ldots, t_{m}\right\}$, $0<m \in \mathbb{N}$,
$-\left(\forall 1 \leq i \leq m \cdot q \xrightarrow{t_{i}} q_{i}\right)$
and for $D \subseteq T, t \in T$, we define $t I D=D I t=\left\{t^{\prime} \in D \mid t^{\prime} I t\right\}$.
10) $\frac{q \vdash B_{1} U_{\forall}^{\left(p, n, T^{\prime}, V^{\prime}, \rightarrow\right)} B_{2}}{q \vdash B_{2}}$
$-q \notin V^{\prime}$
11) $\frac{q \vdash B_{1} U_{\forall}^{\left(p, n, T^{\prime}, V^{\prime} \cup\{q\}, \rightarrow\right)} B_{2}}{q \vdash B_{1} U_{\forall}^{\left(p, n, T^{\prime}, \emptyset, \leftarrow\right)} B_{2}}$
12)

$-q \notin V^{\prime}, \operatorname{next}(q)=\left\{t_{1}, \ldots, t_{m}\right\}$,
$0<m \in N, q \neq p$
$-\left(\forall 1 \leq i \leq m \cdot q \xrightarrow{t_{i}} q_{i}\right)$
13) $\frac{q \vdash B_{1} U_{\forall}^{\left(p, n, T^{\prime}, V^{\prime}, \leftarrow\right)} B_{2}}{q \vdash B_{2}}$
$-q \notin V^{\prime}$
14) $\frac{p \vdash B_{1} U_{\forall}^{\left(p, n, T^{\prime}, V^{\prime}, \leftarrow\right)} B_{2}}{p \vdash B_{1} U_{\forall}^{\left(p, n, T^{\prime}\right)} B_{2}}$

Some explanation of the rules seems appropriate. Rules 1 to 4 should be reasonably clear. The annotation of the $U_{\exists}$ operator prevents unnecessary unfolding.

The remaining rules are all concerned with the $U_{\forall}$ operator. If $p \not \vDash A_{1} U_{\forall} A_{2}$ then by definition of $\vDash$ there are two fundamental cases which can occur. Either there exists a finite path along which $A_{1} \wedge \neg A_{2}$ holds until either $-A_{1} \wedge \neg A_{2}$ holds or a deadlock is reached, or else there exists an infinite computation along which $\neg A_{1} \wedge A_{2}$ holds. The latter situation reduces to the existence of an infinite computation from $p$ which consists of at most $|T|$ loops $\sigma_{p^{\prime} q_{i}} \sigma_{q_{i}-l o o p} \sigma_{q_{i} p^{\prime}}$ from a state $p^{\prime}$ reachable from $p$. This is illustrated as follows:


Rules 6 and 7 take care of the part denoted $\sigma_{p p^{\prime}}$. Rules 8,9 , and 11 take care of $\sigma_{p^{\prime} q_{i}} \sigma_{q_{i}-\text { loop }}$, and rules 12 and 14 take care of $\sigma_{q i p^{\prime}}$.

The next step is to define derivation trees which are build up according to the tableau rules.

### 4.2.3 Derivation Trees and Tableaux

In this section we define the tableaux. This is done by first defining a larger class of trees, derivation trees, which are generated according to the tableau rules. The next step is to restrict the class of derivation trees, using the annotation of the formulae, to a subclass of derivation trees which will be defined to be the tableaux.

Derivation trees are defined inductively in the usual manner, except perhaps for negation. That is, if $T_{1}, \ldots, T_{n}$ are derivation trees with roots matching the sequents under the bar of a rule and the side conditions are fulfilled then one obtains a new derivation tree by "pasting the derivation trees together" according to the rule. The root of the new derivation tree is labeled by the sequent above the bar.

First we define the basis, all trees having a single node, the root, labeled with the shown sequent.

- $p \vdash t t$ is a derivation tree.
- $p \vdash \neg B$ is a derivation tree.
- $p \vdash B_{1} U_{\exists}^{\mathcal{Z}} B_{2}$, where $p \in \mathcal{C}$ is a derivation tree.
- $p \vdash B_{1} U_{\forall}^{\left(p, n, T^{\prime}\right)} B_{2}$, where $n=0$ or $T^{\prime}=\emptyset$.
- $q \vdash B_{1} U_{\forall}^{\left(p, n, T^{\prime}, V^{\prime}, \leftarrow\right)} B_{2}$, where $q \in V^{\prime}$.

By applying the rules we can obtain new derivation trees, for example:

- If $T_{1}$ is a derivation tree with root $p \vdash B_{1}$ and $T_{2}$ is a derivation tree with root $q \vdash B_{1} U_{\exists}^{\mathcal{C} \cup\{p\}} B_{2}$, where $p \notin \mathcal{C}$ and $\exists t \in T . p \xrightarrow{t} q$ then $\frac{p \vdash B_{1} U_{\exists}^{\mathcal{C}} B_{2}}{T_{1} T_{2}} \quad$ is a derivation tree with root $p \vdash B_{1} U_{\exists}^{\mathcal{C}} B_{2}$.
- If $T$ is a derivation tree with root $p \vdash B_{2}$ and $p \notin \mathcal{C}$ then $\frac{p \vdash B_{1} U_{\forall}^{\mathcal{C}} B_{2}}{T} \quad$ is a derivation tree with root $p \vdash B_{1} U_{\forall}^{\mathcal{C}} B_{2}$.

Nothing else is a derivation tree. Next, using the annotation of the formulae, we obtain two useful definitions:

- Let $A n n$ be the obvious function which takes a formula $A$ from the first grammar and annotates all its $U_{\exists}$ and $U_{\forall}$ operators with $\mathcal{C}=\emptyset$, giving a formula $\operatorname{Ann}(A)$ from the second grammar. A formula $B$ from the second grammar is said to be clean if there exists a formula $A$ from the first grammar such that $B$ equals $A n n(A)$.
- Sequents of the form $q \vdash B_{1} U_{\forall}^{(q, n, \emptyset)} B_{2}$, where $n \in I N$ and $q \in V$, and of the form $q \vdash B_{1} U_{\mathcal{G}}^{\mathcal{C}} B_{2}$, where $q \in \mathcal{C}$, are called terminal sequents.

We can now define tableaux and will hereby restrict our attention to meaningful derivation trees. We get rid of meaningless derivation trees as for example $p \vdash-t t$. A tableau is a derivation tree $T$ with root $p \vdash A n n(A)$ such that either

- $A=t t$ or
- $A=\neg A^{\prime}$ and there exists no tableau with root $p \vdash \operatorname{Ann}\left(A^{\prime}\right)$ or
- $A$ is not of the above form and
- every proper subtree $T^{\prime}$ of $T$ whose root is labeled with a clean formula is itself a tableau and
- Thas no leaves labeled with terminal sequents.


## 5 Soundness and Completeness

Having given the necessary definitions we are now ready to state the main result, which holds for the reachability graph of a labeled 1 -safe net $N$, where $p$ is a reachable marking of $N$ :

## Theorem 9

## Soundness:

If $T$ is a tableau with root $p \vdash \operatorname{Ann}(A)$ then $p \neq A$.

## Completeness:

If $p \models A$ then there exists a tableau with root $p \vdash \operatorname{Ann}(A)$.
Proof. The proof proceeds by structural induction, showing soundness and completeness simultaneously. The main difficulty is the $U_{\forall}$ operator. The proof is constructed using the technique from [2].

As an example, we show that the process agent from the introduction will eventually be able to fire a transition labeled by a $b$ action (assume the transitions are $t_{1}, t_{2}$, and $t_{3}$, and are labeled $a, \tau$, and $\left.b\right)$. By the previous theorem, to show $\left.i \vDash E v(<b\rangle t t\right)$ it is sufficient to construct a tableau with root $i \vdash t t U_{\forall}^{\emptyset}(\langle b\rangle t t)$.

$$
\begin{array}{cc} 
& i \vdash t t U_{\forall}^{\emptyset}(\langle b>t t) \\
\hline i \vdash t t & \frac{i \vdash t t U_{\forall}^{\{i]}(\langle b>t t)}{\frac{i \vdash t t U_{\forall}^{\left(i, 2,\left\{t, t_{2}\right\}\right)}(\langle b>t t)}{T_{1}}}
\end{array}
$$

where $T_{1}$ is

where $T_{2}$ is

$$
\begin{array}{cc} 
& i \vdash t t U_{\forall}^{\left(i, 0,\left\{t t_{2}\right\}, 0, \rightarrow\right)}(\langle b>t t) \\
i \vdash t t & \frac{i \vdash t t U_{\forall}^{\left(i, 0,\left\{t t_{2}\right\},\{i\}, \rightarrow\right)}(\langle b>t t)}{\frac{i \vdash t t U_{\forall}^{\left(i, 0,\left\{t_{2}\right\},, b,-\right)}(\langle b>t t)}{i \vdash t t U_{\forall}^{\left(i, 0,\left\{t_{2}\right\}\right)}(\langle b>t t)}} \frac{s_{1} \vdash t t U_{\forall}^{(i, 0,0,\{,\{i\}, \rightarrow)}(\langle b>t t)}{\frac{s_{1} \vdash<b>t t}{s_{2} \vdash t t}}
\end{array}
$$

Notice that if we restrict ourselves to labeled 1 -safe nets where the independence relation is empty and translate $A_{1} U_{\exists} A_{2}$ as $\mu X . A_{2} \vee\left(A_{1} \wedge<A c t>X\right)$ and $A_{1} U_{\forall} A_{2}$ as $\mu X . A_{2} \vee\left(A_{1} \wedge<A c t>t t \wedge[A c t] X\right)$ (actually applying this translation recursively on the subformulas $A_{1}$ and $A_{2}$ ) our proof rules will work in essentially the same manner as those presented in $[8,21]$.

## 6 Conclusion and Future Work

Partial order semantics for concurrent systems have gained interest because interleaving models of concurrency have failed to provide an acceptable interpretation of what it means for events of a concurrent system to be independent. Much work has been devoted to translate obtained results and notions from the interleaving models to the "true concurrency" models $[6,5,23,9]$. Trying to contribute to the "translation of results" we have provided proof rules for a CTL-like logic interpreted over maximal traces. The work which we have tried to "translate" can be found in $[8,21]$. Our work supports automatic verification of distributed systems whose liveness properties are only provable under the assumption of progress.

A modal operator specifying concurrent behaviour have been presented in [9]. In [2] we present other modal operators specifying concurrent or conflicting behaviour. By extending $P$-CTL with such modal operators one can also obtain undecidability results such as those in [9]. Also, the operators presented in [2] are all incomparable. The choice of the modal operators has partly been made because we want to draw attention to the
fact that there is no obvious choice. This leaves open the problem of identifying a (set of) more general modal operator(s).

Another research area might be to handle a more expressive logic (perhaps one containing a recursion operator) in a similar way, that is, define the interpretation of the formulas over maximal traces and proving soundness and completeness of some tableau proof rules.

Finally the general satisfiability problem for some of the extended logics is still an open problem.
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