Brain Mechanisms Implicated in the Preattentive Categorization of Speech Sounds Revealed Using fMRI and a Short-Interval Habituation Trial Paradigm

A hallmark of categorical perception is better discrimination of stimulus tokens from 2 different categories compared with token pairs that are equally dissimilar but drawn from the same category. This effect is well studied in speech perception and represents an important characteristic of how the phonetic form of speech is processed. We investigated the brain mechanisms of categorical perception of stop consonants using functional magnetic resonance imaging and a passive short-interval habituation trial design (Zevin and McCandliss 2005). The paradigm takes advantage of neural adaptation effects to identify specific regions sensitive to an oddball stimulus presented in the context of a repeated item. These effects were compared for changes in stimulus characteristics that result in either a between-category (phonetic and acoustic) or a within-category (acoustic only) stimulus shift. Significantly greater activation for between-category than within-category stimuli was observed in left superior sulcus and middle temporal gyrus as well as in inferior parietal cortex. In contrast, only a subcortical region specifically responded to within-category changes. The data suggest that these habituation effects are due to the unattended detection of a phonetic stimulus feature.
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Introduction

Speech perception in humans involves processing rapidly changing and fast-fading acoustic events. Despite the complexity of speech, listeners quickly and effortlessly decode and categorize auditory phonetic information. How this is accomplished is the subject of much theoretical debate. In particular, a great deal of research has centered on establishing the degree to which speech perception involves domain-general versus domain-specific processes (Liberman and Mattingly 1985; Klunder and Lotto 1999). This debate has extended to neuroimaging research, where studies have sought to identify speech-selective brain regions (for review, see Price et al. 2005). Of special interest is the extent to which neural regions are specialized for processing phonetic information. The phonetic form of speech consists of an abstract mapping between acoustic events that are perceived and the articulatory gestures that are used to produce them. Thus, neuroimaging studies of speech have examined neural activity when participants listen to speech stimuli compared with activity evoked by acoustically similar nonspeech sounds (Demonet et al. 1992; Zatorre et al. 1996; Binder et al. 2000; Burton 2001; Vouloumanos et al. 2001; Joanisse and Gati 2003). Studies of this kind have identified regions that yield greater activation when participants actively process or passively attend to nonspeech sounds.

One challenge with comparing speech and nonspeech has been the difficulty in adequately equating the 2 types of stimuli. With respect to acoustic parameters, speech contains unique acoustic cues that distinguish it from other kinds of natural sounds (both nonspeech vocalizations and environmental sounds). For instance, speech is characterized by rapid temporal information, including transitions between periods of high and low acoustic energy and changes in frequency over very short periods. Speech also has intrinsic semantic content, given that it (usually) signals meaning. In contrast, nonspeech sounds are arguably more semantically sparse, in that they transmit a much more limited set of semantic information. This imbalance might make nonspeech sounds inadequate for use as a baseline in identifying regions of phonetic processing. To offset acoustic imbalances between speech and nonspeech, recent studies have made considerable efforts to create auditory stimuli that are closely equated with speech with respect to temporal and spectral acoustic content (Belin et al. 2000; Scott et al. 2000; Vouloumanos et al. 2001; Joanisse and Gati 2003; Liebenthal et al. 2005). Such studies have identified subregions of left superior temporal gyrus and sulcus (STG and STS) and middle temporal gyrus (MTG) that show specific activation for speech sounds. There is also some evidence that left inferior frontal gyrus (IFG) plays a greater role in speech versus nonspeech, especially with respect to tasks that involve fine-grained analysis of a sound’s phonological structure (Zatorre et al. 1996; Burton et al. 2000; Burton 2001; Blumstein et al. 2005). Nevertheless, it remains unclear whether such differences are simply due to the experiential and semantic differences between speech and nonspeech sounds. For instance, some studies have identified significant overlap in STG/STS activation for speech and non-speech sounds when both signals are closely matched for rapid temporal acoustic cues and when semantically neutral tasks are used (Jäncke et al. 2002; Joanisse and Gati 2003; for further discussion, see Price et al. 2005).

In the current study, we take a different approach to studying phonetic versus nonphonetic processing of speech sounds, which effectively sidesteps the issue of comparing speech stimuli to a nonspeech baseline. The study takes advantage of an important characteristic of phonetic processing that speech tends to be perceived categorically. That is, listeners accurately perceive acoustic differences that signal phonetically relevant distinctions but ignore those that are phonetically irrelevant. (Note that this phenomenon is especially strong in consonants, whereas vowels tend to be perceived in a more continuous or noncategorical fashion, Fry et al. 1962.) For...
example, stop consonant voicing is signaled by the voice onset time (VOT) parameter, which is the temporal lag between the release of a stop consonant and the onset of voicing of the following vowel. Stops with VOTs of 20 ms or less tend to be perceived as voiced (e.g., /g/), whereas those with VOTs of 30 ms or more are perceived as voiceless (e.g., /k/; Liberman et al. 1958). Accordingly, listeners are more sensitive to a 20-ms VOT difference that crosses a phonetic boundary (e.g., 10 vs. 30 ms VOT, which are perceived as /g/ and /k/, respectively) than one that does not cross a boundary (0 vs. 20 ms VOT, perceived as 2 instances of /g/). Many types of acoustic cues serve to differentiate phonetic distinctions, for instance, the frequency and duration of steady-state formants and formant transitions.

The extent to which such an acoustic shift is perceived as a phonetic change also depends on the listener’s native language. For instance, the /l/ and /r/ sounds are easily discriminated by native English speakers. However, Japanese speakers are very poor at making this same discrimination because it is not phonetically contrastive in their native language (Oyama 1978; McCandliss et al. 2002). A number of studies have taken advantage of this to examine the neural basis of phonetic versus nonphonetic perception. Callan et al. (2004) used functional magnetic resonance imaging (fMRI) to study the identification of r-l as well as vowels in groups of native Japanese and English speakers. They observed that both temporal and inferior parietal regions show stronger responses for discrimination of native contrasts. Jacquemot et al. (2003) also used fMRI to assess neural activation in Japanese speakers and French speakers as they actively discriminated native versus nonnative contrasts, in this case long versus short vowels (a distinction that is phonetic in Japanese, but nonphonetic in French) and open versus closed syllables (which are distinct in French but not Japanese). They too found regions of left temporal and inferior parietal cortices that responded specifically to phonetically contrastive distinctions.

Some have suggested that phonetic perception occurs even in very early processing mechanisms within STG. For instance, one study using magnetoencephalography (MEG) contrasted passive listening to acoustic and phonetic oddball stimuli within a continuous stream of syllables (Phillips et al. 2000). They found stronger mismatch field responses to phonetic shifts, replicating a number of previous electrophysiological and MEG investigations. In addition, magnetic source localization suggested the generator of this effect was located within auditory cortex in STG. This finding contrasts somewhat with the above-mentioned fMRI studies suggesting instead that such a region lies outside auditory cortex within areas of STS and MTG.

Interestingly, not all studies support the assertion that temporal regions are specifically involved in phonetic processing. Dehaene-Lambertz et al. (2005) used fMRI to investigate active discrimination of phonetic versus nonphonetic speech contrasts for sine wave speech analogue stimuli. In their study, a region of STG/STS showed greater activation for speech compared with nonspeech; however, it did not differ with respect to phonetically contrastive and noncontrastive differences. They did identify a parietal region (left supramarginal gyrus [SMG]) that did show such an effect, however. Finally, other studies have suggested that left IFG also has a role in phonetic perception. Blumstein et al. (2005) found that left IFG activation was significantly modulated by phonetic category goodness of fit during an overt identification task using a VOT continuum. In contrast, temporal and inferior parietal regions showed selectivity only to end point stimuli. They interpreted these data as indicating that frontal regions are used in coordinating the executive functions engaged by phonetic processing.

What is interesting about these and other studies of categorical perception is that they all identified a broad network of perisylvian regions that are engaged by auditory speech; however, only a subset of these regions appear to be specifically sensitive to phonetic distinctions, localized either in superior temporal (STG/STS) or in inferior parietal cortex (e.g., SMG), or both. A concern with these experiments is the degree to which the observed neural activation is the result of effortful processes engaged by the types of tasks and stimuli being used. Studies of speech sound categorization thus far have used overt task paradigms that require participants to discriminate, categorize, or otherwise monitor for specific characteristics of speech sounds. Task-dependent processing could lead to activation in regions that are not actually engaged during day-to-day speech perception. Moreover, between-category distinctions are by definition more easily discriminated, presumed differences in phonetic versus nonphonetic discriminations could stem from an imbalance in the overt response being generated in either condition. Thus, although such results are informative with respect to understanding how individuals perform overt perception tasks of this type—which are after all the source of much of our understanding of categorical perception—the top-down processing that is necessarily involved in these tasks makes it difficult to determine the locus of bottom-up phonetic processing. A somewhat broader concern is that these tasks are also not ideal for studying speech perception in populations such as children, individuals with language impairments, as well as second language learners; these groups might tend to draw on different cognitive skills—or even the same cognitive skills but to different degrees—to perform speech perception tasks compared with neurologically healthy adults listening to speech in their first language.

In a recent study, Zevin and McCandliss (2005) took a different approach of using a passive listening paradigm to study discrimination of unattended stimuli. Their study adapted the mismatch negativity procedure more commonly used in electroencephalography (EEG) and MEG research (Dehaene-Lambertz 1997; Näätänen et al. 1997; Dehaene-Lambertz and Baillet 1998) to identify neural correlates of speech discrimination. The mismatch component is observed when a repeated token (a standard) changes to an oddball token (a deviant). Zevin and McCandliss adapted this paradigm to event-related fMRI by using short-interval habituation trials. Of interest was whether specific regions would show activation responsive to small changes in acoustic information that result in a change in phonetic category (in this case, the syllables /ra/ and /la/). Stimuli were presented in trains of 4 syllables, comprising either standard trials where the same stimulus was repeated 4 times or deviant trials in which the fourth stimulus was phonetically different from the first 3. Results revealed regions of left STG and SMG that responded more strongly to deviant trials. These habituation effects appear to be due to assemblies of cells that show an adaptation response to the repetition of a stimulus and consequently a recovery from adaptation when the stimulus changes (Grill-Spector and Malach 2001).

In the present experiment, we used this short-interval habituation paradigm along with high-field event-related fMRI to investigate mechanisms specifically related to detecting and discriminating phonetic information in auditory speech. One
question that arises from the Zevin and McCandliss (2005) study is the extent to which the habituation effects they observed were attributable to nonphonetic differences between the naturally produced stimuli they used. To address this, we compared habituation effects for both phonetically relevant and irrelevant acoustic changes within a single acoustic continuum of speech sounds, ranging from /ga/ to /da/. We hypothesized that we would observe stronger dishabituation for deviant derived from a different phonetic category than the standard compared with a nonphonetic difference that spanned an equivalent distance in the continuum. As in several EEG and MEG mismatch studies (Dehaene-Lambertz 1997; Sharma and Dorman 1999; Phillips et al. 2000; Dehaene-Lambertz et al. 2005; Sittipraporn et al. 2005), we expected that a phonetic difference would yield distinct effects from an acoustically equivalent nonphonetic difference—in one instance, a stronger mismatch response was observed for a smaller between-category acoustic change than for a larger within-category change (Näätänen et al. 1997). The contribution of fMRI is the ability to closely identify neural regions that are involved in processing this distinction, especially during passive perception.

Methods

Subjects

Participants were 10 neurologically healthy right-handed adults (7 female, 3 male) recruited from The University of Western Ontario community. All were native English speakers, and none reported significant experience in a second language. Mean age was 25.1 years (range 22–31 years). Each participant gave written informed consent before participating and was paid for their participation. Testing protocols were reviewed and approved by The University of Western Ontario Office of Research Ethics.

Stimuli and Procedures

Auditory stimuli consisted of synthetic speech syllables created using a digital implementation of the Klatt cascade/parallel formant synthesizer (Klatt 1980). Waveforms were 155 ms in duration, digitized at 11 025 Hz (16-bit quantization). A continuum of 8 consonant-vowel syllables, ranging from /ga/ to /da/, was created by manipulating the onset consonant’s F2 transition between 1640 and 1703 Hz and the F3 transition from 2100 to 2803 Hz. Both transitions were manipulated in evenly spaced increments (7 Hz increments for F2 and 78 Hz increments for F3: also see Appendix). All other parameters were held constant between stimuli. Pilot data indicated that naive adult listeners reliably categorized the first 4 stimuli in the continuum (i.e., F3 = 2100–2412 Hz) as /ga/ and the remaining stimuli (i.e., F3 = 2568–2802) as /da/. We selected 3 items in the continuum to serve as stimuli in this experiment: ga1, which was the first item in the continuum (F3 = 1640 Hz, F2 = 2100 Hz); ga2, was the fourth step in the continuum and was also perceived as “ga” (F3 = 1661 Hz, F2 = 2334 Hz); and da1, which was the seventh step and was perceived as “da” (F3 = 1682 Hz, F2 = 2568 Hz).

Each trial in the experiment consisted of the presentation of a train of 4 syllables with a 50-ms interstimulus interval, for a total of 770 ms (Fig. 1A). There were 3 conditions, which were differentiated by the relationship between the first 3 syllables to the fourth syllable in the train (Fig. 1B). In the REP condition, the ga syllable was repeated 4 times. In the 2 “deviant” conditions, a repeated syllable was played 3 times followed by a fourth stimulus that was acoustically different from it. In the “between-category deviant” (BW) condition, the ga syllable was presented 3 times, followed by the da syllable. In the “within-category deviant” (WN) condition, the ga syllable was played 3 times followed by ga syllable. Note that both the BW and WN conditions involved a shift of the same distance along the continuum (i.e., the onset frequency of F2 and F3 differed by the same extent in both cases); as well, the direction of this change was constant across the 2 conditions, such that formant values increased in both conditions. Critically, however, in the BW condition, the final token crossed a phonetic boundary, whereas in the WN condition, it did not.

The shift of 4 steps along the continuum represented the minimal acoustic shift necessary to produce a phonetic distinction in the BW condition. The magnitude of the shift was kept small in order to explore the sensitivity of the habituation paradigm. The previous Zevin and McCandliss (2005) study used end point stimuli that represented a very obvious difference and could have led to a “pop-out” effect that directed participants’ attention to the deviant trials. By employing smaller acoustic changes, the present stimuli would minimize any such effects.

Stimulus trains were played during silent intervals between scans (see below), using an fMRI-compatible headset, which along with foam earplugs also served to attenuate scanner noise. Participants’ heads were stabilized with foam padding. Each scanning run consisted of 7 repetitions of each trial type (BW, WN, REP) plus 7 silent (SIL) trials in which no stimulus was played. Trials were presented in pseudorandom order at 12-s intervals. Each participant was scanned over a minimum of 5 functional runs. Additional runs were acquired if time and participant comfort permitted, such that we obtained 10 runs for participants 3–9 and 9 runs for participants 9–10. (Note that a random-effects model was used to calculate groupwise statistics. As a consequence, differing the number of samples over participants was unlikely to skew the results.) Because we were interested in pretentative auditory perception effects, participants were told not to attend to the auditory stimuli. To help, participants also watched a feature movie of their choice during scanning, presented silently with subtitles.

Imaging Acquisition and Analysis

MRI images were acquired at 4 T using a Varian/Siemens scanner equipped with a hybrid quadrature head coil for signal transmission and reception. Robust automated shimming technique using arbitrary mapping acquisition parameters (RASTAMAP) automatic shimming was performed at the start of the scanning session to optimize magnetic field homogeneity (Klassen and Menon 2004). A total of 115 F1s–weighted volumes were acquired in each functional run using a 2-shot navigator-protected spiral pulse sequence for blood oxygen-dependent (BOLD) imaging; volume acquisition time = 1200 ms, echo time (TE) = 15 ms, Flip = 60°. An additional 4 volumes were acquired but discarded at the start of each run to permit T1* signal levels to stabilize prior to stimulus presentation. A clustered volume acquisition procedure was used (Talavage et al. 1999), which permitted the presentation of stimuli during the 1800-ms silent periods between scans, thus yielding an effective repetition time (TR) of 3000 ms (Fig. 1).

Stimuli were presented after every fourth volume. To avoid masking effects, a 500-ms gap was left between the end of the scan and the start of the stimulus train. Each volume comprised 128 slices (voxel size: 3 × 3 × 3 mm, 192 mm field of view), with the centermost slice aligned with the sylvian fissure. This slice plan captured the STG and MTG and STS and middle temporal sulcus, the IFG, the inferior parietal lobe, as well as portions of the occipital lobes (Fig. 2). Note that this slice prescription ignores portions of the inferior temporal lobe as well as the superior portion of the frontal, parietal, and occipital lobes, which are of less interest in the present study. It instead permitted us to acquire high-resolution functional volumes in a short period of time, minimizing the relative duration of scanning versus silent periods. Whole-head anatomical scans were acquired within session using a T1s-weighted 3-dimensional (3D) spiral pulse sequence: 256 × 256 × 120 voxels (0.75 × 0.75 × 1.5 mm), TE = 3 ms, TR = 50 ms, inversion time = 1300 ms.

Preprocessing and statistical analyses were performed using BrainVoyager QX (Brain Innovation B.V., Maastricht, The Netherlands, Max Planck Society). Scans were preprocessed as follows: functional scans were aligned to anatomical scans, resampled to 1 mm3 resolution, and transformed to the stereotaxic space of Talairach and Tournoix (1988). Rigid-body motion correction was applied and indicated no movement greater than one voxel in any direction for any participant. Spatial smoothing was performed in 3D using an 8-mm full-width, half-maximum Gaussian kernel. Temporal smoothing was performed using a high-pass filter that removed any low-frequency drift or oscillations in the data (cutoff frequency of 5 cycles per run).

Statistical analyses were conducted by convolving the onset of each stimulus train (REP, BW, and WN) with a hemodynamic response.
predictor (Delta: 2.5, Tau: 1.25). A random-effects general linear model (GLM) was used to identify neural regions significantly correlated with each predictor at a voxelwise statistical threshold of $t = 4.0, P < 0.003$. We ran a correction performance analysis (AlphaSim, Forman et al. 1995) to determine an appropriate contiguity threshold to control for multiple comparisons. This implemented a 10,000-iteration Monte Carlo simulation of the functional acquisition volume taking into account spatial smoothing and voxelwise statistical threshold parameters. Given the discrete integer nature of the contiguity threshold, we adopted the highest corrected alpha level falling below $P < 0.05$. This resulted in a 4 contiguous voxel threshold corresponding to an alpha level of $P < 0.002$.

The resulting GLM was used to obtain 3 statistical contrast maps: 1) SPCH $>$ SIL contrasted the combined 3 speech conditions (SPCH) with the no stimulus (SIL) condition trials to identify regions associated with presentation of the auditory stimuli compared with baseline. 2) BW $>$ WN compared the BW trials with the 2 speech conditions that did not involve a phonetic change. 3) WN $>$ REP examined the extent to which a within-category change differed from the no-change (REP) condition. This contrast sought to identify any regions showing a strictly acoustic effect. Note the BW condition was excluded from the negative portion of this contrast, on the logic that it represented both an acoustic and phonetic change, and including it could have obscured a pure acoustic habituation effect.

**Behavioral Posttest**

Overt behavioral discrimination data were also acquired on the stimulus trains from 8 of the fMRI participants (2 participants were not available for the posttest). The purpose of this was to examine whether passive neural responses to these stimuli are congruent with a more metalinguistic task requiring overt change detection. Testing took place a minimum of 6 months after scanning to assure that familiarity with the stimuli did not artificially influence task performance. Participants were instructed to listen to each syllable train over headphones and judge whether the final syllable was identical to the first 3. Responses were indicated on paper by circling SAME or DIFFERENT for each trial. Each REP, BW, and WN stimulus train was played 4 times each in pseudorandom order.

**Results**

**SPCH $>$ SIL**

The first contrast examined brain regions that showed a significant contrast between all speech stimuli and the silent (no stimulus) condition (Fig. 3, Table 1). Statistical maps were obtained by contrasting the no-change (REP), BW, and WN trials versus the SIL baseline trials. We observed large regions of bilateral activation in STG and STS. Activation in STG extended into lateral portions of A1 cortex in both the left and right hemispheres, assessed using anatomical constraints described in Penhune et al. (1996) and Rademacher et al. (2001). Activation also extended somewhat to the inferior plane of right SMG. This bilateral pattern of activation is consistent with what was observed in a prior experiment using a similar paradigm (Zevin and McCandliss 2005). The extent of activation in STG appears to be slightly greater here than in the previous study, however. In particular, we observed significant activation in A1 cortex, whereas this was not observed as strongly in the earlier study. As we discuss further below, this could be due to the use of a higher magnetic resonance imaging field strength, shorter volume acquisition time, and somewhat quieter spiral...
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Figure 3. SPCH > SIL contrast: fMRI activation of the combined speech conditions (REP, BW, WN) compared with SIL trials during which no stimulus was played. Activation was observed in the posterior portions left and right superior temporal gyri and sulci (STG, STS), including primary and secondary auditory regions. Statistical maps are overlaid on a Talairach-transformed T₁-weighted anatomical scan.

Table 1
Regions of significant activation for each contrast performed

<table>
<thead>
<tr>
<th>Region</th>
<th>Talairach coordinates</th>
<th>Size (mm³)</th>
<th>Mean t value</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPCH &gt; SIL</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L STG/STS (BA 22)</td>
<td>−58 −21 4</td>
<td>724</td>
<td>4.80</td>
</tr>
<tr>
<td>R STG (BA 41)</td>
<td>58 −18 6 3941</td>
<td>4.72</td>
<td></td>
</tr>
<tr>
<td>R STG/STS/SMG (BA 22)</td>
<td>41 −23 14 146</td>
<td>4.16</td>
<td></td>
</tr>
<tr>
<td>R MTG (BA 21/22)</td>
<td>46 −31 −3</td>
<td>222</td>
<td>4.42</td>
</tr>
<tr>
<td>BW &gt; WN</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L STS/MTG (BA 21)</td>
<td>−66 −26 7</td>
<td>223</td>
<td>4.52</td>
</tr>
<tr>
<td>L STS/MTG (BA 21)</td>
<td>−64 −26 −7 141</td>
<td>4.41</td>
<td></td>
</tr>
<tr>
<td>R AG/SMG (BA 39/40)</td>
<td>−47 −63 39 478</td>
<td>5.12</td>
<td></td>
</tr>
<tr>
<td>BW &gt; WN + REP</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L STS/MTG (BA 21)</td>
<td>−67 −27 8</td>
<td>222</td>
<td>4.76</td>
</tr>
</tbody>
</table>

Statistical threshold was set at t = 4.0, corrected to α = 0.002 (voxelwise P = 0.003, minimum cluster size: 108 mm³). L, left; R, right; BA, Brodmann area.

pulse sequence. We also noted a larger extent of voxels in the right hemisphere.

Habituation Effects

We analyzed the full data set using 3 contrasts to examine responses specific to phonetic processing. The BW > WN contrast isolated brain regions that showed increased activation when a series of repeated stimuli were followed by a stimulus from a phonetically different category. This contrast controls for the effect of acoustic differences between the repeated and change stimuli, so that observed responses might be interpreted as indicating areas that are specifically sensitive to phonetic contrast. All significant clusters are listed in Table 1. We observed significant effects in 2 regions of left STG: one region along the lateral plane of Heschl’s gyrus adjacent to A1 (illustrated in Fig. 4A) and another more medial cluster located anterior to Heschl’s gyrus. This contrast also revealed a significant cluster of activated voxels in a posterior portion of left parietal cortex extending from the SMG to the border of the angular gyrus (AG). Additionally, we examined the difference between the BW condition and the 2 conditions in which no phonetic change was present (BW > WN + REP). This analysis again identified significant STS/MTG activation (Table 1); however, the SMG activity was weaker and failed to reach statistical threshold at both the voxelwise and cluster size thresholds (i.e., a 20 mm³ cluster in this region was significant at t₀ = 3.20, P < 0.01).

The WN > REP contrast was also performed to identify brain regions demonstrating a habituation response to a purely acoustic change in stimulus properties. Recall that the WN condition involved a stimulus shift but not a change in phonetic category. No cortical region achieved statistical threshold for this contrast. We did observe a small cluster of significant voxels in a subcortical region (head of the left caudate nucleus; Talairach coordinates: −7, 11, 1; cluster size: 13 mm³) that reached significance in uncorrected voxelwise analyses but did not meet the cluster size threshold.

To further examine the nature of the neural responses in areas identified in the BW > WN analyses, we also conducted region of interest (ROI) analyses within the left superior/middle temporal and inferior parietal regions. Mean subjectwise GLM beta weights were calculated for significant voxels within these 2 anatomical ROIs (i.e., all voxels that reached threshold for the BW > WN contrast, above). Paired-samples t-tests were then used to compare average beta weights of each condition. In the STG/MTG region, the BW condition yielded significantly greater beta values than both the WN condition, t₀ = 5.68, P < 0.001, and the REP condition, t₀ = 2.56, P < 0.05. The WN and REP conditions did not differ significantly from each other. A somewhat different pattern was observed in the inferior parietal ROI, however. Here, beta values were significantly different for the BW versus WN conditions, t₀ = 6.88, P < 0.001; however, the BW condition did not differ significantly from the REP condition. In addition, the REP condition exhibited significantly greater beta values than the WN condition (t₀ = 2.54, P < 0.05).

Behavioral Posttest

Discrimination performance is plotted in Figure 5 and indicated higher rates of “different” responses for the BW condition compared with both the REP and WN conditions. Although there was a strong bias to respond “same” for all stimulus conditions, the distribution of “different” responses was significantly different from a uniform distribution, χ² = 11.55, P < 0.005. This supports our assumption that categorical perception effects would lead to better discriminability in the BW condition. The generally low discrimination rates likely reflect the choice of using minimal acoustic shifts in the BW and WN stimulus trains. This was done to minimize any attention
pop-out effect these shifts might evoke, which could have led to unintended explicit processing. Note that the relatively low discrimination rates observed in the behavioral data are still consistent with what other studies have found for discrimination of synthesized speech involving small acoustic differences (Sussman 1991; Joanisse and Gati 2003; Serniclaes et al. 2005).

Discussion

The finding that many speech sounds are categorically perceived has generated considerable interest in speech research. It has helped inform theories as to the cognitive and neural mechanisms involved in speech perception (Liberman and Mattingly 1985; Massaro 1997) and has also been used to study how infants acquire and "lose" phonetic distinctions as a result of exposure to their native language (Werker and Tees 1984; Kuhl et al. 1992; Jusczyk 1997). Finally, some children with language and reading disorders show poor categorical perception of speech sounds, indicating an underlying phonological processing deficit (Godfrey et al. 1981; Werker and Tees 1987; Joanisse et al. 2000).

Previous neuroimaging studies have studied categorical perception ability using overt identification and discrimination tasks. The typical experimental logic has been to identify brain regions that are preferentially active while participants make overt judgments about speech sounds compared with non-speech signals (Demonet et al. 1992; Burton et al. 2000; Vouloumanos et al. 2001; Joanisse and Gati 2003; Zatorre et al. 2004). Such studies have identified a number of brain regions that appear to be selectively activated during speech perception, including left STG/STS and IFG. The present study took a different approach. First, a passive-listening paradigm was used that did not require participants to generate overt responses or attend to any specific aspect of the stimuli. This had the benefit

Figure 4. BW > WN contrast. (A) Region of lateral left temporal cortex exhibiting habituation effects for a between-category change in a consonant sound. (B) Event-related curves showing the time course and magnitude of fMRI activation for the conditions in the experiment. (C) Event-related curve from Zevin and McCandliss (2005) obtained from left STG showing greater activation levels for a deviant condition compared with a repeated standard.

Figure 5. Overt discrimination of stimuli in the fMRI experiment obtained from 8 participants a minimum 6 months after scanning. Participants heard the same 4-syllable stimulus trains as in scanning but were asked to explicitly identify whether the fourth stimulus was different from the first 3.
of minimizing activation that might be due to attention and decision processes not usually engaged during everyday speech perception. Second, the short-interval habituation paradigm took advantage of neuronal adaptation effects to identify regions that are sensitive to acoustic changes in stimulus properties that specifically signal a change in phonetic category. Third, this study did not rely on a nonspeech baseline condition to help identify regions that are selective for phonetic processing. Finding an appropriate type of signal to serve as a comparison measure has proven to be difficult, because speech involves many acoustic characteristics that make it unique, and humans have much more extensive experience with speech sounds compared with other types of stimuli. The present study sought to overcome these issues by using speech sounds for both a phonetic condition (between category or BW) and a nonphonetic condition that involve an acoustically similar stimulus shift (within category or WN).

The results replicate and extend previous studies of phonetic categorization. In particular, by comparing responses on trials containing a change in phonetic category with trials containing an acoustic change, we were able to identify 2 regions of the left hemisphere that selectively respond to phonetic change even when participants are not performing a conscious perceptual task or generating an overt response.

**General Responses to Speech Stimuli Throughout STG Bilaterally**

The SPCH > SIL contrast identified brain regions that are engaged during passive auditory presentation of speech sounds. As anticipated, this analysis identified large bilateral areas of activation extending across STG, STS, and some parts of SMG. All these regions are known to be implicated in basic auditory perception (Belin et al. 2000). The current study found significant activation for speech throughout STG including some portions of primary auditory cortex (A1, Penhune et al. 1996; Rademacher et al. 2001). This indicates that the current paradigm can reliably identify stimulus-correlated activation in A1, allowing us to address questions about the role of auditory cortex in phonetic processing. For instance, it validates the use of subsequent contrasts that investigate whether phonetic processing occurs within primary auditory cortex.

Activation in A1 was not observed in the earlier Zevin and McCandliss study (Zevin and McCandliss 2005). There are several explanations for this. First, the present study scanned participants at a higher field strength (4 T) and used gradient coils specifically optimized for 3D functional imaging. Both factors could have provided a moderate increase in signal-to-noise ratio, increasing our ability to identify activation in this region. Second, acoustic noise was less of a factor in this experiment due to a shorter volume acquisition time (1200 vs. 1500 ms), the use of a custom sound dampening bore liner (Mechefske et al. 2002), and a generally quieter scan sequence (i.e., spiral-in/out sequences like the one used by Zevin and McCandliss creates a greater amount of acoustic noise than the spiral-in sequence used here, Preston et al. 2004; Gaab et al. forthcoming). The reduced masking effects of scanner noise on the auditory stimuli likely improved our ability to detect stimulus-dependent BOLD signal increases in A1. Finally, the stimuli used in this study may have yielded stronger A1 activation because they required finer grained acoustic processing. The stop consonants /g/ and /d/ are signaled by relatively brief 30-ms frequency sweeps; in contrast, the earlier study used /r/ and /l/ liquids as stimuli, which are signaled by temporally coarser grained acoustic cues (80–100 ms). These stimulus differences might also explain why we observed a less sustained event-related BOLD response in the present study (Fig. 4B) than in the previous one (Fig. 4C).

**Responses to Phonetic Change in Left Posterior Regions**

The critical conditions in this study were the 2 "deviant" conditions designed to identify regions that showed a dishabituation response to a change in a repeated speech sound. We suggest that a neural habituation response occurs when a sound is presented repeatedly and that dishabituation occurs when an oddball stimulus is played, marked by increased fMRI signal levels (Grill-Spector and Malach 2001). We hypothesized that different types of acoustic shifts can lead to different patterns of neural activation; specifically, the BW condition involved an acoustic shift that crossed a phonetic boundary, whereas the WN condition involved the same magnitude of acoustic shift but did not result in a phonetic change. We found that the BW condition did in fact yield a reliable increase in fMRI activation in perisylvian regions when contrasted with the WN condition. We suggest that these regions of activation reflect neural mechanisms forming the basis of the categorization and subsequent discrimination of phonetic information in speech.

This effect appeared to be restricted to the left hemisphere, a finding that contrasts with what was found for SPCH > SIL, in which we observed a strongly bilateral effect in STG. It indicates that, even though bilateral auditory processing mechanisms are engaged for passive perception of speech sounds, specifically phonetic mechanisms are more narrowly localized in the left hemisphere. This finding is also consistent with prior studies indicating stronger left hemisphere preference for speech sounds versus nonspeech (Vouloumanos et al. 2001; Liebenthal et al. 2005).

Also of interest was whether the A1 region of STG would show phonetic habituation effects. Although this region was strongly activated for the SPCH > SIL contrast, we did not observe activation in this region for the BW > WN contrast. This result suggests that, even though the imaging and stimulus presentation paradigm was sufficient to identify A1 activation in response to speech, this region does not appear to play a more specific role in phonetic discrimination. Instead, regions that were selective for between-category changes in consonants were located lateral and inferior to A1. This seems consistent with prior imaging studies suggesting that belt regions surrounding A1 are selective for spectrally and temporally complex sounds (Thivard et al. 2000; Wessinger et al. 2001). On the other hand, it suggests that phonetic processing occurs at a somewhat later stage of the auditory stream.

Regions selective for a phonetic contrast included a narrowly proscribed region along the lateral plane of the temporal lobe spanning STS and MTG. This region is consistent with previous fMRI studies comparing phonetic and nonphonetic perception (Celsis et al. 1999; Jacquetom et al. 2003; Callan et al. 2004). In addition, we also observed activation in a posterior parietal region extending between SMG and AG, which has also been reported in some earlier studies (Callan et al. 2004; Dehaene-Lambertz et al. 2005). One question that arises is why an earlier study by Dehaene-Lambertz et al. (2005) failed to reveal a significant contrast for a similar between- versus within-category contrast in the posterior temporal regions. One reason could be that their study used sine wave speech, which tends to...
be perceived as quite unnatural and requires some experience to be perceived reliably. Their study also used an overt discrimination task, which might also have modulated how temporal regions responded to the stimuli.

We also noted that our findings with respect to the BW > WN contrast were restricted to posterior brain regions. Some previous studies have also observed left IFG activation during speech processing (e.g., Poldrack et al. 1999; Joanisse and Gati 2003; Blumstein et al. 2005). However, it is notable that these studies involved active listening tasks. The present results seem to support the hypothesis that left IFG is engaged by executive processing demands that arise during active processing, rather than sensory components of phonetic processing (Binder et al. 2004; Blumstein et al. 2005). On this explanation, the lack of frontal activation in the face of robust posterior activation likely reflects the minimization of executive processing demands in the current paradigm. This pattern is also highly convergent across the present study and the earlier study by Zevin and McCandliss (2005).

The greater activation for the BW condition relative to the other 2 conditions in posterior temporal cortex is interpreted as resulting from a neural dishabituation response to a phonetic change. This is well supported in the superior/middle temporal region, where activation for the WN condition was similar to what was observed in the REP condition. However, the same cannot be said for the inferior parietal region, where we observed greater activation for both the REP and BW conditions compared with the WN condition. This seems contrary to a dishabituation explanation because the REP condition did not consist of any type of change, either phonetic or acoustic. The explanation could instead be that the inferior parietal region showed selective activation to a phonetic stimulus change due to a suppression of activation when a nonphonetic acoustic stimulus change occurs (i.e., the WN condition). This suppression did not occur in the REP condition because no change occurred, phonetic or otherwise. Although this conclusion is speculative, it does underline an interesting distinction between the apparently phonetic responses observed in temporal versus inferior parietal regions.

A potential limitation of the present study has to do with the stimuli that were used. It is argued that the key difference between the BW and WN conditions is that the BW condition involves a change to a different phonetic category. However, there is another difference between the 2 conditions that should be pointed out. As illustrated in Figure 1, the BW condition involved a change from a falling to a rising transition, whereas the WN condition did not. This difference is strictly coincidental because the direction of change in formant transitions does not represent a useful cue to discriminating phonetic categories under most circumstances. That is, no single acoustic cue such as this one will reliably correspond to a phonetic distinction, a phenomenon that has come to be known as the "lack of invariance problem" in speech perception. Nevertheless, it is an open question whether this acoustic cue contributed to the habituation effects observed here.

A second potential limitation concerns the relationship between the imaging data and the behavioral data. Whereas the activation in left STG demonstrated strong sensitivity to the BW > WN contrast, the behavioral data demonstrated less dramatic sensitivity to this difference. Note, however, that the behavioral data are consistent with several other studies that investigated discrimination of small acoustic changes in synthetic speech stimuli in ideal listening conditions (e.g., Sussman 1991) and in the fMRI environment (Joanisse and Gati 2003). More importantly, participants were more likely to identify the BW condition as "different" than the WN and REP conditions, consistent with the classical definition of categorical perception, that listeners show poorer within-category discrimination than between-category discrimination. As such, they indicate the BW and WN conditions used in the fMRI experiment do reflect the desired manipulation. Finally, the strong differences in fMRI responses to the BW and WN conditions indicate that any difficulties participants had with actively discriminating these stimuli were due to task demands imposed by the overt discrimination task. Indeed, the disjunction in the imaging and behavioral data suggests that overt and passive speech processing do engage markedly different processing mechanisms. The fMRI activation pattern demonstrates that the BW stimuli were highly discriminable by the human nervous system. However, unique aspects of overt discrimination tasks serve to lower performance on these same stimuli.

Lack of Within-Category Habituation Effects

The WN condition failed to reveal regions of significant activation compared with the REP condition, notwithstanding a small subcortical region discussed above. We did not find a habituation response to this condition in classical auditory cortex even though the acoustic form of the stimulus was nevertheless being manipulated in the WN condition. The fact that neither A1 nor secondary auditory cortical regions showed such a response suggests that dishabituation does not occur for such complex acoustic stimuli unless the stimulus change also signals a change in phonetic category. An alternative explanation is that there are regions of auditory cortex that are sensitive to nonphonetic acoustic changes in speech but that our ability to adequately image these regions was impeded by acoustic noise produced by the spiral scanning sequence, which is itself spectrally complex and highly frequency modulated. Even though we used a clustered volume acquisition paradigm to minimize the effects of acoustic gradient noise and we were able to demonstrate modulation of A1 in SPCH > SL, it remains possible that subtle shifts in auditory cortex activation are still being masked by influences of scanner noise.

The present finding does not preclude the possibility that other acoustically simpler sounds could show auditory habituation effects; rather, it suggests that speech stimuli contain complex temporal and spectral information that do not readily lend themselves to such effects. Habituation effects for speech thus seem to occur as a result of the formation of a higher-level abstract template for such sounds (Näätänen 2001).

Conclusions

Using a passive-listening paradigm, we have identified regions of left temporal and parietal cortices that appear to comprise neural populations specialized for the categorization of speech sounds. Importantly, these regions are specifically sensitive to an acoustic change that results in a shift of a sound's phonetic category versus an acoustic change of the same distance on the continuum but that does not coincide with a phonetic shift. Two specific regions show a phonetic-specific effect during passive discrimination: lateral regions of left temporal cortex adjacent to A1 and a left lateralized inferior parietal region subtending AG and SMG. These posterior brain regions appear to be consistent with what has been observed in previous studies using active discrimination (e.g., Jacquet et al. 2003, 2006).
parameters were held constant across items. (Note: F0—F3 frequencies at time T have been left blank as these values are interpolated from 0 to 35 ms.)
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Appendix

Klatt synthesis parameters used to create the consonant-vowel syllables

<table>
<thead>
<tr>
<th>Time</th>
<th>AV</th>
<th>F0</th>
<th>F1</th>
<th>F2</th>
<th>F3</th>
<th>F4</th>
<th>A1</th>
<th>A2</th>
<th>A3</th>
<th>A4</th>
<th>AB</th>
<th>B1</th>
<th>B2</th>
<th>B3</th>
<th>B4</th>
<th>BGP</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>60</td>
<td>103</td>
<td>220</td>
<td>—</td>
<td>3600</td>
<td>0</td>
<td>56</td>
<td>52</td>
<td>48</td>
<td>36</td>
<td>50</td>
<td>70</td>
<td>110</td>
<td>250</td>
<td>110</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>60</td>
<td>103</td>
<td>220</td>
<td>—</td>
<td>3600</td>
<td>0</td>
<td>56</td>
<td>52</td>
<td>48</td>
<td>36</td>
<td>50</td>
<td>70</td>
<td>110</td>
<td>250</td>
<td>110</td>
<td></td>
</tr>
<tr>
<td>35</td>
<td>60</td>
<td>120</td>
<td>360</td>
<td>60</td>
<td>60</td>
<td>56</td>
<td>52</td>
<td>48</td>
<td>36</td>
<td>50</td>
<td>70</td>
<td>110</td>
<td>250</td>
<td>110</td>
<td></td>
<td></td>
</tr>
<tr>
<td>65</td>
<td>60</td>
<td>120</td>
<td>360</td>
<td>60</td>
<td>60</td>
<td>56</td>
<td>52</td>
<td>48</td>
<td>36</td>
<td>50</td>
<td>70</td>
<td>110</td>
<td>250</td>
<td>110</td>
<td></td>
<td></td>
</tr>
<tr>
<td>140</td>
<td>60</td>
<td>120</td>
<td>360</td>
<td>60</td>
<td>60</td>
<td>56</td>
<td>52</td>
<td>48</td>
<td>36</td>
<td>50</td>
<td>70</td>
<td>110</td>
<td>250</td>
<td>110</td>
<td></td>
<td></td>
</tr>
<tr>
<td>150</td>
<td>0</td>
<td>80</td>
<td>240</td>
<td>250</td>
<td>3600</td>
<td>60</td>
<td>56</td>
<td>52</td>
<td>48</td>
<td>36</td>
<td>50</td>
<td>70</td>
<td>110</td>
<td>250</td>
<td>110</td>
<td></td>
</tr>
</tbody>
</table>

A continuum between /ga/ and /da/ was created by manipulating the F2 and F3 parameters at time — (F2: 1640-1703 Hz in 7 Hz steps; F3: 2100-2802 Hz in 7 Hz steps). Three stimuli were selected from the continuum: ga: (F2: 1640 Hz, F3: 2100 Hz start frequencies); ga: (F2: 1661 Hz, F3: 2334 Hz); and da: (F2: 1682 Hz, F3: 2588 Hz start frequencies). Aside from F2 to F4, all parameters were held constant across items. (Note: F2-F4 frequencies at time — has been left blank as these values are interpolated from 0 to 35 ms.)
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