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Abstract

In this study we present a client-based architecture that supports interactive DTV features (i.e., pause, replay and fast-forward) using the client’s local disk and an Internet back channel, together with the broadcast channels. Our study focuses on devising effective techniques for managing the client’s local resources to maximize QoS. For individual video streams, we present an error concealment scheme that reconstructs video key frames suffering from channel errors. For the client as a whole, we propose a resource scheduling policy that maximizes the client’s QoS adaptively based on the viewer’s preference under local resource constraints. We show that many interactive DTV applications can be supported under this client-based architecture more effectively than by the traditional server-based approaches.
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1 Introduction

Many studies have proposed server-based interactive Digital TV (DTV) architectures (e.g., [3, 4, 6, 9, 15]), in which a server schedules its resources (i.e., memory and disk bandwidth) to service interactive VCR-like requests, such as pause, replay and fast-forward. In a server-based architecture, the clients are assumed to be passive—simply receiving bits and rendering frames. However, because of the typical long end-to-end transmission delay between a server and a client and the Internet’s limited bandwidth, it is practically unfeasible for the server to support “real-time” interactive DTV features for tens of thousands of simultaneous users. Furthermore, on a broadcast channel (e.g., CNN), one simply cannot request the server to pause or replay a program.

In this study, we present a client-based interactive DTV architecture. A client in our architecture intelligently manages its local resources to support interactive DTV features. Equipped with a large and inexpensive disk, a DTV client can cache a large amount of media data [5]. This economical caching together with the random access capability of the disk enables a DTV client to support time-shift operations such as pause, instant replay and fast-forward. A viewer can pause a live TV program to take a break from viewing while the broadcast stream continues arriving and being written to the local disk. The viewer can resume watching the program after the pause with a delay, or fast-forward the program to get back in sync with the broadcast
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stream. These time-shift functions allow one, for example, to do one's own instant replay during a sports program or to watch a cooking lesson at one's own pace. A large cache also gives a client the flexibility to receive much more data than it consumes. For instance, video panoramas may deliver data to the DTV client at very high rates, but the client decodes, stitches, and displays only the frames that the user views. Without client assistance, these operations either cannot be implemented (in the broadcast case) or prolong playback time and hence may decrease server throughput (in the point-to-point transmission case).

Adding an Internet back-channel in addition to the disk to a DTV client allows a viewer to influence TV content in many ways. While a given broadcast stream remains the same for all viewers, various data objects can be transmitted to individual viewers. A data object can be textual (e.g., an HTML page), binary (e.g., a java applet), or continuous (e.g., a video/audio stream). Image-based rendering techniques can overlay a number of data objects with the broadcast stream to provide a customized program. A viewer can query and change the attributes (e.g., color, shape, position, and history) of these data objects. A broadcaster can target individual families with tailored advertisement via the back-channel. Many other applications exist.

Managing heterogeneous DTV data objects (e.g., video, audio, texts, 3D graphics objects, etc.) at the client side to support interactive DTV features faces two major challenges: 1) each client may have different available resources and 2) each viewer may have different viewing preferences. A resource manager at the client side must allocate and schedule available resources adaptively to maximize each individual viewer's quality requirement. In this paper, we thus propose techniques to manage DTV data objects under the constraints of the local resources to maximize the client's QoS. We start with proposing a quantitative model that describes the size and latency characteristics for each data object. A viewer can assign a QoS factor to a data object to convey that object's scheduling priority to the resource manager. The resource manager then schedules the local resources for the data objects in an order that maximizes the total QoS. In addition, for real-time video data, we propose an error concealment scheme that maximizes QoS even when the data are delivered with errors. Through quantitative analysis, experiments and implementation we show that our client-based architecture can support interactive DTV features effectively with very low memory requirement and hence at a low cost. We believe that this client-based approach is a practical architecture to realize interactive DTV for both point-to-point and broadcast networks.

The rest of this paper is organized as follows: Section 2 depicts and analyzes a typical DTV pipeline, which consists of data objects and system resources. In Section 3 we sketch the resource allocation policies and derive memory use bounds. Section 4 describes how resources are scheduled to maximize QoS under constraints. Section 5 describes the packetization and image reconstruction scheme employed to improve image quality. Section 6 evaluates the effectiveness of our techniques. Finally, we offer our conclusion in Section 7.
2 System Overview

Figure 1 depicts a DTV pipeline. On the left-hand side of the figure, DTV data objects are transmitted via broadcast and point-to-point channels to a DTV box. The DTV box receives network packets in its main memory. If the data are not needed shortly (e.g., the viewer paused the playback), the data are written to the box’s local disk to conserve memory. The data are made available to the CPU before they are needed. The CPU processes (e.g., computes, decodes, renders, etc.) the data in main memory, and finally the processed data are played back to the viewer on the right-hand side of the figure.

A DTV pipeline consists of two major components: DTV data objects and system resources, including CPU, memory, and a local disk. (In this study we assume that a DTV box has only one local disk for economical reasons.) In the remainder of this section we analyze the characteristics of these two components and formulate quantitative models to represent their characteristics.

2.1 Characterizing Data Objects

DTV data objects can be continuous, textual, binary, and so forth. These data objects are best characterized by their sizes and latency constraints. Continuous data are audio/video streams, which are voluminous and delay sensitive. Textual data include captions, HTML and XML documents, etc. Textual data occupy far less space than continuous data and are not delay sensitive. Other data, such as images and applets, can be very copious or scant and may or may not be delay sensitive, depending on the nature of the application. Figure 2 shows the characteristics of these data objects. The x-axis in the figure represents the delay sensitivity from low (on the left-hand side) to high (on the right-hand side); the y-axis gives the size of an object. At one extreme, videos are large and very sensitive to delay. At the other extreme, captions are small in size and not very sensitive to delay.

The size of a data object is measured by the amount of storage space it needs. We denote the storage requirement for object $i$ as $S_i$. In Section 3.2 we show how $S_i$ is computed. To
quantify the delay sensitivity of a data object, one can specify a value function for each data object. The function can be defined in many ways: Figure 3 shows four representatives. The x-axis in the figure depicts delay; the y-axis depicts the value of the object normalized to from zero (worthless) to one. Function \( F_a \) depicts an object that can tolerate delay up to a period of time, \( t_\delta \), then becomes worthless. Function \( F_b \) shows the value of an object that decays linearly after \( t_\delta \). Functions \( F_c \) and \( F_d \) have other value decay patterns. Function \( F_a \) is a good value function for an audio frame. Function \( F_b \) may be a good value function for a video frame since slight delay of a frame display may be tolerable. Without losing generality, we define the value function for object \( i \) as \( f_i(t) \), where \( t \) denotes the span between the time the object is requested and the time the object is available in main memory for processing.

In short, we characterize DTV data objects as follows:

- \( S_i \) represents the \( i^{th} \) object’s storage requirement, and
- \( f_i(t) \) depicts the \( i^{th} \) object’s delay sensitivity.

### 2.2 Characterizing System Resources

The critical resources of a DTV box include CPU, memory, and a local disk. In this study, we focus on memory space and disk bandwidth management. These resources can also be characterized by their capacity and latency. The memory size (denoted as \( M_{\text{avail}} \)) and the disk size (denoted as \( D_{\text{avail}} \)) are both constants that can be obtained from the system configuration file. The latency of a DTV box is best characterized by the IO time between memory and the local disk since this latency dominates the latency in the storage hierarchy. The IO time for reading/writing data object \( i \) (denoted as \( \tau_i \)) can be written as:

\[
\tau_i = \gamma(d) + S_i/TR, \tag{1}
\]
where $\gamma(d)$ is the seek time and rotational delay of the disk given $d$ tracks to seek before transferring data, $S_i$ is the size of the $i^{th}$ data object, and $TR$ is the transfer rate of the disk. Note that the latency computed in Equation 1 assumes that no IO conflict exists. In reality, the more objects are accessed, the longer the delay that can be experienced by an IO. We take scheduling conflicts into consideration in Section 4 and devise methods that resolve the conflicts optimally with respect to the viewer’s preference.

To assist the reader, Table 1 summarizes the parameters we have described, together with other parameters we will introduce later. The first tier of Table 1 lists the physical and derived characteristics of the hardware resources. The second tier shows the parameters and functions that depict the data supply and input rates. Finally, the third tier presents parameters that are used to schedule data objects.

3 Resource Allocation

In this section we show how the memory and disk bandwidth are allocated by a DTV client. We first categorize a DTV data object as either continuous or transient. Continuous data objects require continuous memory commitment. For transient data objects memory is allocated on demand only before and while the objects are being processed. Continuous data objects are audio/video streams and those data objects that must be played back in synch with the streams, e.g., captions and commercials. Transient objects are typically transmitted and processed as a result of the user’s interactive request. Transient objects are therefore temporary and do not need to be stored on disk (i.e., involve no IOs).

The methods for estimating the memory requirement for continuous and transient data objects are different. For a transient data object, the memory requirement is independent of
the concurrent presence of other objects. For instance, a 3D graphics object that requires 4 MBytes of memory to be rendered requires that same amount of memory regardless of what other data objects are processed at the same time. The memory requirement of a continuous data object, on the contrary, depends on how many IOs can concurrently be requested in the system and on the latency and transfer time of these IOs (e.g., [4]).

The resource manager separates the local memory into two pools, one for continuous and one for transient data. We assume that the transient memory requirement, denoted by $M_t$, is given. We analyze how the memory requirement for the continuous data, denoted by $M_c$, is computed. The total memory $M_{avail}$ should be larger than or equal to the sum of the two, or $M_{avail} \geq M_c + M_t$.

### 3.1 Memory Use of Continuous Data

Figure 4 depicts a continuous media data delivery process. First, the encoded media data arrive at the receiver (on the left-hand side of the figure). The encoded bit stream can either be at a variable bitrate (VBR) or at a constant bitrate (CBR). We define the encoding function (and thus the decoding function in Figure 4) as $x_{i,j}$, where $j$ denotes the $j^{th}$ frame period, and $x_{i,j}$ the number of bits used to encode the $j^{th}$ frame by the $i^{th}$ object. For instance, a movie that lasts 100 minutes, with 30 frames per second, consists of $100 \times 60 \times 30 = 180,000$ frame periods, each lasting 33 milliseconds. The points in Figure 5 show an encoding function for an MPEG2 movie. Since the number of bits required for encoding the anchor frames (i.e., the I and P frames) is larger than that for the intercoded frames (i.e., the B frames), we see that $x_{i,j}$ fluctuates from period to period.

The decoder (on the right-hand side of Figure 4) uses an “inverse” scheme for playback, so
$x_{i,j}$ is also the data consumption function. (The decoder can infer how much data is needed at each point of time from the stream itself. For detailed specifications of coding standards like H.261 or H.263 consult references such as [1].)

Data can be delivered to the client with a delivery profile $y_{i,j}$ that may differ significantly from $x_{i,j}$. (The amount of data arriving for the $i^{th}$ object in frame period $j$ is given by $y_{i,j}$.)

For example, data can be packetized and delivered to the client with a constant size and rate packetization (CSRP) scheme, a variable size and rate packetization (VSRP) scheme [8], or a combined scheme (e.g., constant size plus variable rate or variable size plus constant rate). Furthermore, depending on the channel capacity, the data delivery rate can be faster or slower than the data consumption rate. Finally, errors may also affect the delivery profile. The rectangles in Figure 5 show a sample $y_{i,j}$ function.

To cushion the difference between the input and playback functions, which can be very large (e.g., every one minute pause of a 19.2 Mbps DTV program requires 1.44 GBytes of buffer space), the client uses a memory and disk integrated cache, shown in the middle of Figure 4, to reduce memory requirement. For each continuous data object, the resource manager allocates
four memory buffers of equal size (typically less than four MBytes). These four buffers are
ping-ponged between the receiver and the decoder to be used to receive incoming data from the
network, write data to the disk, read data from the disk, and provide data for decoding. As
we will show shortly, to reduce memory requirement, the receiver and the decoder each "owns"
at most two buffers at any time. The following example illustrates how the resource manager
manages these four buffers for a video playback.

At the start of the video playback, the resource manager allocates four buffers, denoted as
$B_1$, $B_2$, $B_3$, and $B_4$ (shown in Figure 4), for a stream. Once data arrives, the resource manager
receives the data in one of the buffers, say $B_1$. When $B_1$ is full, $B_1$ is available for decoding
and hence the resource manager hands $B_1$ to the decoder. (In this example, we assume that
the playback starts once $B_1$ is filled up and is assigned to the decoder. The playback can start
earlier or later, depending on the difference between the data delivery and playback rates. For
example, if the data delivery rate is substantially slower than the playback rate, the resource
manager must accumulate enough data on disk before the playback can start to prevent display
glitches.) At the same time, the resource manager assigns another buffer, say $B_2$, to the
receiver to continue receiving data. When buffer $B_2$ is full, the resource manager hands $B_2$ to
the decoder and assigns $B_3$ to the receiver to continue receiving data. At this time, the decoder
"owns" buffers $B_1$ and $B_2$, and the receiver $B_3$.

One of two events occurs next: either the data in buffer $B_1$ is used up by the decoder or
buffer $B_3$ is filled up by the incoming packets. The resource manager takes different actions
according to which event occurs first.

- If $B_1$ is used up first, the resource manager simply returns the buffer to the free pool.

- If $B_3$ is filled up first, the resource manager writes the buffer to the disk. Note that
the decoder does not need $B_3$ immediately. The decoder needs only $B_2$ to safeguard a
glitch-free playback. When $B_3$ is being written to the disk, $B_1$ and $B_2$ are held by the
decoder. The resource manager must use buffer $B_4$ to receive incoming data. $B_4$ must
be large enough for the disk to complete writing $B_3$ to disk, or the receiver runs out of
buffer to receive data once $B_4$ is full.

At this time, one of two things can happen next: the data in buffer $B_1$ is used up by the
decoder or buffer $B_4$ is filled up by the arriving data.

- When $B_1$ has been consumed by the decoder, the resource manager starts consuming $B_2$.
At the same time, the resource manager has to make sure that the data after that in
$B_2$ is made available to the decoder before the decoder uses up $B_2$, or hiccups occur. If
the decoder uses up $B_1$ before $B_4$ is full, the resource manager assigns $B_3$ to the decoder
as soon as the buffer is filled up. If $B_3$ is filled up before buffer $B_1$ is consumed, an IO
to write $B_3$ to the disk may be in progress or may have been completed. In the former
case, the resource manager still makes $B_3$ available to the decoder by ignoring the write
(canceling the write may not be possible). If the write has been completed, the resource
manager reads the data back from the disk into $B_1$ (the decoder uses the data in $B_1$ after
$B_2$ is consumed), Note that the size of buffer $B_2$ must be large enough to allow enough time for buffer $B_1$ to be replenished.

- If buffer $B_4$ is filled up first, the resource manager writes the data to the local disk. Since either buffer $B_1$ or $B_3$ must have been free at this time, the resource manager uses the available buffer as the receiving buffer.

In summary, the resource manager is driven by two events: buffer-consumed, when the decoder has consumed a buffer, and buffer-full, when the receiver has filled up a buffer. When the buffer-consumed event occurs, the resource manager may need to read a buffer of data from the disk before the decoder uses up the next buffer. The buffer thus must be large enough to provide data to the decoder before the read is completed. When the buffer-full event occurs, the resource manager may need to write the buffer to the disk to free up space for use. The buffer must be large enough so that during the write the receiver cannot fill up another buffer. This four-buffer ping-pong scheme enjoys three benefits:

1. It serves as a rubber-band to cushion the difference between the incoming and decoding bitrates.
2. It does not perform unnecessary memory-to-memory or memory-to-disk copy if the data is played back in real-time.
3. If the delay is desirable (a viewer pauses the playback), it uses the disk instead of memory to buffer data and limits the memory requirement to four buffers. This ping-pong scheme minimizes memory requirement and hence cost to support time-shift operations. (In Section 6.1 we show that the typical memory requirement is less than four MBytes for a 19.2 Mbps video stream.)

### 3.2 Quantitative Analysis

In this section we analyze the client’s use of main memory. Our design goal is to avoid, as much as possible, display glitches due to variability and delays in the input stream. Studies have shown that even just losing 0.1% of data can cause significant degradation in display quality, resulting from inter-frame decoding dependencies [7, 8]. Therefore, in computing our control parameters we take a conservative approach, that is, we assume the worst-case disk latency, as well as peak data consumption and input rates.

Let $T_{1_i}$ denote the longest time that it takes to complete a read for the $i^{th}$ continuous data object. The maximum amount of data that the decoder can consume in $T_{1_i}$, denoted as $Max_{x_i}(T_{1_i})$, can be expressed as

$$Max_{x_i}(T_{1_i}) = \max_{0 \leq \tau \leq tt} \sum_{j=\tau}^{\tau+\lceil \frac{T_{1_i}}{\tau} \rceil - 1} x_{i,j},$$

where $tt$ denotes the total number of frame periods in $x_i$. Note that the buffer size must be at least $Max_{x_i}(T_{1_i})$ or we may run out of data for the decoder during the $T_{1_i}$ period, causing
a glitch. Let \( p_{\text{size}} \) denote the page size. In terms of the number of pages, we can express the minimum buffer size for the \( i^{th} \) data object \( \sigma_1 \) as

\[
\sigma_1 \geq \frac{\text{Max}\times_1(T1_i)}{p_{\text{size}}}.
\]

(2)

To conserve memory, we take the equality in the above expression, yielding

\[
\sigma_1 = \left\lfloor \frac{\text{Max}\times_1(T1_i)}{p_{\text{size}}} \right\rfloor.
\]

(3)

Similarly, let \( T_2 \) denote the longest time the disk takes to complete writing out a buffer of data for the \( i^{th} \) continuous data object. The maximum amount of data that can possibly arrive in \( T_2 \) time at the client can be expressed as

\[
\text{Max}_{\gamma_i}(T2_i) = \max_{0 \leq \tau \leq T_2} \sum_{j=\tau}^{\tau+\left\lfloor \frac{T_2}{2} \right\rfloor-1} y_i;j.
\]

In terms of pages, the minimum buffer size, \( \sigma_2 \), is given by

\[
\sigma_2 = \left\lfloor \frac{\text{Max}_{\gamma_i}(T2_i)}{p_{\text{size}}} \right\rfloor.
\]

(4)

The buffer selected must be the larger of the two, or \( \text{Max}\ \{\sigma_1, \sigma_2\} \). Since each continuous data object requires four buffers, the memory requirement for the \( i^{th} \) continuous data object is

\[
S_i = 4 \times \text{Max}\ \{\sigma_1, \sigma_2\}.
\]

(5)

Next, we derive the formulas to compute \( T_1 \) and \( T_2 \) so that we can solve for \( S_i \). Since reads and writes can interleave, a read request may not be scheduled until a write completes and vice versa. In addition, there may be more than one continuous data object arriving at and being played back by the client. Both \( T_1 \) and \( T_2 \) therefore must account for the worst-case delay before a read and write request can be completed.

Assume we have \( N_c \) continuous data objects that request IOs. Assume that a round of IO time for the continuous data objects is

\[
T = N_c \times \gamma(d) + \sum_{i=1}^{N_c} S_i \times p_{\text{size}} / TR.
\]

Finally, setting \( T_1 \) and \( T_2 \) equal to \( T \) guarantees two things: the arriving data will not overflow the buffer and the data supply to the decoder will not underflow for the \( i^{th} \) object. Given \( x_i, y_i \), the page size and disk parameters, we can solve for \( S_i \).
4 Scheduling Resources to Maximize QoS

So far, we are given the characteristics of the data objects to compute the resource requirement. However, the local resources may not be adequate to support a particular interactive scenario. Therefore, it is critical for the resource manager to be adaptive to the resource constraints and to degrade, if degradation is unavoidable, in a graceful manner. Given limited memory and disk bandwidth, the design objective of a DTV box is to prioritize resource allocation in order to maximize the user’s satisfaction.

4.1 Maximizing QoS

To measure a user’s satisfaction, we must allow the user to have a say about what is important and what is not. We thus associate each data object with a QoS parameter. A viewer can assign a QoS value to each data object, either implicitly or explicitly. For instance, if a user decides to turn off all interactive features, the resource manager can assign a QoS factor of zero to data objects that are needed to support interactive features. Regarding the data objects that are needed to support the playback, higher QoS can be assigned to mission-critical data objects, such as broadcast video and audio streams and lower QoS can be assigned to optional data objects such as captions and applets.

Given $N_{all}$ requested data objects, the goal of the resource manager is to schedule $N$ data objects ($N \leq N_{all}$) to maximize the total QoS under the resource constraint. We use $\alpha_i$ to denote the QoS requirement assigned to the $i^{th}$ data object ($0 \leq \alpha_i \leq 1$). Let $j$ represent the scheduling order for $N$ data objects. We would like to schedule the service to these $N$ data objects in an order that maximizes the sum of the QoS. The objective function can be written as:

$$\text{Max} \sum_{j=1}^{N} \alpha_j \times f_j(t - \sum_{k=1}^{j} \tau_k),$$  \hspace{1cm} (6)

which is subject to the memory constraint

$$\sum_{j=1}^{N} S_j \leq M_{\text{avail}}.$$  

The following example illustrates how the resource manager schedules work under resource constraints.

Suppose a DTV box needs to process three data objects: $O_1$, $O_2$, and $O_3$. Suppose these objects have the characteristics depicted in Table 2 and the DTV box has $M_{\text{avail}} = 4$ MBytes of DRAM. To simplify our discussion, we precompute the latency $\tau_i$ (the IO time to transfer $S_i$ amount of data) for each object in the table. Suppose each frame period is 33 ms. The latency functions $f_a(t)$ and $f_b(t)$ are depicted in Figure 6.

With the 4 MBytes DRAM constraint, the resource manager cannot process all three data objects since doing so requires 4.205 MBytes of DRAM. The resource manager can however, process any two objects in any orders, and it thus has six feasible schedules: $\{O_1, O_2\}$, $\{O_2, O_1\}$, $\{O_1, O_3\}$, $\{O_3, O_1\}$, $\{O_2, O_3\}$, and $\{O_3, O_2\}$. 
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To compute the total quality that a schedule can achieve, we plug all given statistics in Table 2 into Equation 6. For instance, for the first schedule \( \{O_1, O_2\} \), the resource manager performs an IO to read data for \( O_1 \) then \( O_2 \). The latency to perform IO for \( O_1 \) is 20 ms and the latency function \( f_b(t) \) returns one. However, when the IO is completed for \( O_2 \), the latency function \( f_a(t-35) \) returns zero. (The excessive delay of retrieving \( O_2 \) makes the object worthless to the viewer.) The total QoS is thus \( 1 \times 1 + 1 \times 0 = 1 \). If we switch the service order to \( O_2 \) then \( O_1 \), the latency for reading \( O_2 \) is 15 ms and the latency function \( f_a(t-15) \) returns one. When the IO is completed for \( O_1 \), the latency function \( f_b(t-35) \) returns 0.94. The total QoS is 1.94, a better total QoS than we get by processing \( O_1 \) first and then \( O_2 \). Table 3 lists the total QoSs for all six feasible schedules. The schedule that achieves the maximum QoS is \( \{O_2, O_1\} \). In other words, under the resource constraint, retrieving first \( O_2 \) and then \( O_1 \) achieves the maximum QoS.

Note that different clients may receive the same data objects, but based on the QoS factors they assign to these objects and the local resource constraints, the resource manager allocates and schedules resources adaptively to achieve different quality results. In the example above, if we assign to the audio object a QoS factor of 0.3 and to the image a QoS factor of 1.0, the optimal schedule becomes \( \{O_1, O_3\} \). Similarly, changing the latency functions and the resource constraints also alters the optimal schedule. Therefore, the resource management scheme we propose is adaptive to user preferences, data characteristics, and resource constraints.

### 4.2 Solving the Optimal Schedule

A brute-force method to solve the optimal schedule is to enumerate all possible permutations of \( N_{all} \) requests and select the permutation that produces the maximum total QoS. This approach, however, can be very expensive if \( N_{all} \) is large. For example, when \( N_{all} = 5 \), a probable scenario,
### Table 3: QoSs of Feasible Schedules

<table>
<thead>
<tr>
<th>Schedule</th>
<th>( \tau_1 )</th>
<th>( \tau_1 + \tau_2 )</th>
<th>Total QoS</th>
</tr>
</thead>
<tbody>
<tr>
<td>( {O_1, O_2} )</td>
<td>20 ms</td>
<td>35 ms</td>
<td>1</td>
</tr>
<tr>
<td>( {O_2, O_1} )</td>
<td>15 ms</td>
<td>35 ms</td>
<td>1.94</td>
</tr>
<tr>
<td>( {O_1, O_3} )</td>
<td>20 ms</td>
<td>38 ms</td>
<td>1.28</td>
</tr>
<tr>
<td>( {O_3, O_1} )</td>
<td>18 ms</td>
<td>38 ms</td>
<td>1.15</td>
</tr>
<tr>
<td>( {O_2, O_3} )</td>
<td>15 ms</td>
<td>33 ms</td>
<td>1.3</td>
</tr>
<tr>
<td>( {O_3, O_2} )</td>
<td>18 ms</td>
<td>33 ms</td>
<td>1.3</td>
</tr>
</tbody>
</table>

Figure 7: IO Scheduling Table

the total number of permutations is 120 (roughly on the order of \( O(N^2) \)). Since we do not want the computation of the optimal schedule itself to become a delay factor, we use an efficient method that has a linear cost (i.e., the cost of computation is on the order of \( O(N) \)) to approximate the result.

To reduce the computation cost, we put the \( a \) values into three categories: low, medium, and high. We also put the delay sensitivity of an object into these three categories. We then plot \( N \) data objects in the schedule table as shown in Figure 7. The x-axis of the figure is the delay sensitivity and the y-axis the QoS factor. After \( N \) IO requests find their quadrants in the schedule table, the resource manager schedules the IOs from quadrant I to IX in ascending order. This method effectively separates the highest and the lowest priority tasks from the rest and the resource manager schedules the highest priority tasks first and abandons the lowest ones if necessary.

### 5 Maximizing QoS Under Errors

We have this far assumed that the data delivery is error free. However, due to channel errors, signals can be corrupted. To address the problem of the lack of resiliency to channel errors, layered coding and error correction schemes such as automatic retransmission query protocols (ARQ) or forward error correction (FEC) have been proposed [13]. However, if the network is already congested, ARQ tends to aggravate the problem by sending out retransmitted packets.
Also, retransmission does not help real-time decoding schemes such as MPEG. As for error correction codes, they are effective only when the loss rate is below the design threshold. Furthermore, the redundant transmissions and codes required to improve reliability decrease the effective channel capacity. For example, some low bit rate, high redundancy coding schemes (e.g., ARQ-I and ARQ-II [18]) allocate bits for FEC. This pessimistically degrades image quality (i.e., lower SNRs) for errors that may not occur.

This section presents research on an image packetization and reconstruction scheme that works for the key frames (i.e., I frames) of MPEG video streams. It is critical to repair a damaged key frame, or otherwise the error may propagate to the inter-coded frames, whose decoding depends on the key frames. (If an inter-coded frame is damaged, we simply disregard the damage since the error is well contained.) Specifically, our design objectives have aimed at 1) preventing propagation of errors, 2) smoothing out the effects of bursty loss, and 3) reconstructing damaged frames accurately and efficiently. The study is based on the existing JPEG international standards. (We conducted our initial experiments on JPEG images in [2].) However, since standards such as H.261 and H.263 use compression schemes similar to JPEG to perform intra-frame encoding, the techniques that work for JPEG also work for video key frames.

5.1 A Brief Overview of JPEG

To assist understanding of the techniques proposed in this section, we give a brief overview of JPEG [17]. The JPEG encoding procedure consists of three steps: DCT (Discrete Cosine Transform), quantization, and entropy coding. JPEG decoding, conversely, consists of entropy decoding, dequantization, and IDCT (Inverse Discrete Cosine Transform). Figure 8 depicts the encoding steps; the decoding steps are executed in the opposite direction. The following describes the encoding steps only.

JPEG deals with colors in the YUV (one luminance and two chrominances) space. For each separate color component, the image is broken into 8 by 8 pixel blocks of picture elements, which join end to end across the image. JPEG transforms each block into a two-dimensional DCT
matrix by performing a one-dimensional DCT on the columns and on the rows. Figure 9(a) shows an 8 by 8 coefficient matrix generated by the DCT step. The arrows link the frequency components from DC to the highest. Note that at this point the information about the original image is preserved with the exception of that lost due to the rounding errors of the DCT coefficients.

![DCT Coefficient Matrix](image1)

![Quantization Table](image2)

(a) DCT Coefficient Matrix  
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Figure 9: DCT Coefficients

The coefficients of the DCT are quantized to reduce their magnitude, to increase the number of zero value coefficients, and to reduce the bit rate. Figure 9(b) shows the uniform midstep quantizer that is used for the JPEG baseline method, where the step size varies according to the coefficient location in the DCT matrix. As one can see, the low frequency components (at the upper left corner of the quantization matrix) have smaller steps, while the high ones have larger steps. This is because human eyes are less sensitive to high frequency components. Quantization is the lossy stage in the JPEG coding scheme. If we quantize too coarsely, we achieve a higher compression rate with poorer image quality. On the other hand, if we quantize too finely, we may spend extra bits on coding noise.

The final step is entropy coding. JPEG uses the Huffman or arithmetic coding scheme to compress the quantized DCT coefficients to approach the entropy rate. Since both the Huffman and the arithmetic codes are variable-rate, any bit errors or loss in the transmission propagates and destroys the entire image. One remedy to this problem is to introduce resynchronization points in the code to limit the effect of the loss. Another way is to use fixed-rate coding schemes [14] that trade bit rates for error containment. With minimum changes to the current JPEG baseline, we use resynchronization bits to contain the loss effect. The proposed packetization and reconstruction schemes work orthogonally with variable or fixed-rate codes.
5.2 Packetization and Reconstruction

Our proposed scheme to combat contiguous bit loss consists of two parts: packetization and reconstruction. The objective of the packetization step is to scatter the bursty loss in the spatial domain so that adjacent DCT blocks do not lose the same frequency components. This aids the reconstruction quality since 1) a block does not lose all its coefficients and 2) most lost frequency components can be recovered from adjacent blocks. In the reconstruction step, we also take spatial characteristics of the frequency components into consideration to repair the damaged image more accurately.

5.2.1 Packetization

To minimize the effect of bursty packet loss on an image, the packetization scheme must achieve two goals in the spatial domain. First, for each burst of error, the lost information must not be clustered on the image. Second, the spatially adjacent 8 by 8 blocks of the image must not lose the same frequency components. If both objectives are met, each block will lose only a small number of coefficients, and the lost frequency components will have a high chance of being recovered from the neighboring blocks (which do not lose the same frequency components).

Without loss of generality, one can assume that each frame is divided into an H (horizontal) times V (vertical) number of 8 by 8 blocks. Designating the code of each block as C(h,v), one can construct the H times V code array shown in Figure 10(a). The horizontal axis in Figure 10(a) represents the frequency components of each block from 0 to 63. The vertical axis of the figure represents the blocks ordered by their spatial locations from the top left-hand corner (h = 0 and v = 0) of the image to the bottom right-hand corner (h = H and v = V).

To make sure that the lost coefficients are shared by as many blocks as possible, each transmission unit (the new block constructed from the DCT blocks) includes frequency components from 64 blocks. Figure 10(b) illustrates a simple way to achieve this objective by packing frequency components diagonally. Note that entropy coding is performed after this packetization step, and hence the packetization scheme is not affected by whether the resulting code is fixed or variable-rate.

Packing coefficients from different blocks achieves only part of the objective. Next, one wants to ensure that the spatially adjacent blocks do not lose the same frequency components when packets are dropped. Let T (top), B (bottom), L (left), and R (right) denote the spatially adjacent DCT blocks, as depicted in Figure 11. Section 4.2 will show that the lost coefficients can be reconstructed from a block’s four neighboring blocks (except for the blocks on the edges). However, to ensure that the neighboring blocks do not lose the same frequency components, i.e., to optimize the reconstruction, we propose packetizing these transmission units in “strides.”

A stride is the number of blocks skipped between packing blocks. For instance, if the stride is 2, we packetize blocks in the order of 1, 3, 5, 7, . . . and then 2, 4, 6, 8, . . ., etc. This way, for example, if blocks 3, 5 and 7 are lost in a burst, the DC components of the lost blocks can be reconstructed from blocks 2 and 4 for 3, 4 and 6 for 5, and so forth in the horizontal direction of the image. To make sure that in the vertical direction no spatially adjacent blocks
lose the same coefficients, one must shift the starting point of the stride from row to row. For instance, one can let the stride on the odd rows start from the first image column while that on the even rows starts from the second column. This way, even if the contiguous loss is as high as 50%, the neighbors of a lost block are still intact for reconstruction. In an environment where the loss rate is much lower, one can choose a larger stride to disperse the artifacts as long as the stride is prime to the width (in blocks) of the image.

To summarize, the coding scheme first packetizes the blocks diagonally to spread the frequency components to 64 transmission units. Then, it uses a stride method to pack these transmission units in such a way as to turn the potential consecutive block loss into a pseudo-random loss. To invert the packetization, the only information the decoder needs is the stride. This number can be sent with every packet with a negligible overhead (less than 4 bits) compared to the size of a compressed image.
5.2.2 Reconstruction

The studies of [10, 11] show two typical approaches to reconstruct a damaged image. The first approach, introduced in [11], is a decoder side reconstruction that interpolates the T, B, L, and R blocks to reconstruct the lost block. The technique used by [11] adds only 20% in computational overhead to the decoder, and the reconstruction is of higher quality than that achieved in the previous attempts. The reconstruction formula can be depicted as follow:

\[ C_z = C_z + W_t \times C_t + W_b \times C_b + W_l \times C_l + W_r \times C_r \]  \hspace{1cm} (7)

where the weights, \( W_t, W_b, W_l, \) and \( W_r \), are the weighting factors for averaging the neighboring blocks' coefficients to reconstruct coefficient \( C_z \).

In a later study [10], Hemami proposes an encoder side approach in which the "optimal" weight vectors are computed for each DCT block based on 15 different combinations of available adjacent blocks (none available, one available, etc.). During the reconstruction step, for each block lost, the proper weighted vector is selected to perform linear interpolation. These vectors, since they take up large space (200 – 600% of the image data), are compressed using a vector quantizer before the image is shipped to the clients. The resulting space overhead, as reported, is reduced to about 10% of the image size. The drawback of this approach is that either the disk space requirement at the server side increases by 110% (to keep two different compressed images), or the bit rate decreases by 10% (the inflated version is transmitted regardless of the channel’s characteristics). Another concern is that this approach greatly increases encoding time. Moreover, the scheme, although achieving better reconstruction quality, may not be optimal after all. We argue that the optimal weight set must be at the frequency component level rather than the block level. Since the optimal weight set is computationally intensive and takes up large space, expecting an optimal reconstruction may not be practical. Consequently, we suggest a simple and intuitive method to set the weight factors.

The following presents a much simpler heuristic approach that incurs no extra bit rate or computational overhead for image reconstruction. Figure 12 shows the 8 by 8 DCT coefficient matrix by its spatial characteristics. The high-frequency components corresponding to the horizontal DCT scan (region A in the figure) represent the vertical edges in the image (e.g.,
a tree), and the high frequency components corresponding to the vertical DCT scan (region B in the figure) represent the horizontal edges (e.g., a roof top). To take advantage of this relationship, the interpolation function (Eq. 7) should assign different weights for different frequency components. The higher the frequencies in the vertical scan (representing horizontal lines), the smaller the weight one should assign to the top and bottom blocks. On the other hand, the higher the frequencies in the horizontal scan (representing vertical lines), the smaller the weight one should assign to the left and right blocks. For example, for reconstructing a vertical line (e.g., a tree), only the top (T) and bottom (B) blocks of the missing block are relevant. The left (L) and right (R) blocks of the missing block do not have the same tree! If one added left and right blocks into the computation for reconstructing the vertical line, one would dilute the recovered coefficients. Of course, one cannot know whether a DTC block contains a tree or not. However, if a tree passes through the missing block, the high frequencies of the horizontal scan must not be zero, and this value can be recovered from the blocks above and below. On the other hand, if no tree passes through the missing block (in other words if the high frequency components in the horizontal scan are zero), there is a high probability that the same high frequency components in the blocks above and below are also zero. Therefore, the reconstruction scheme works accurately without the content of the image being known. Based on this heuristic, the weights of the reconstruction function

\[ C_z = C_z + W_t \times C_t + W_b \times C_b + W_l \times C_l + W_r \times C_r \]

can be assigned based on which portion of the DCT block is being reconstructed:

- For the high frequency components in the horizontal scan (region A in Figure 12): \( W_t = W_b = \frac{1}{2} \) and \( W_l = W_r = 0 \).
- For the high frequency components in the vertical scan (region B in Figure 12): \( W_t = W_b = 0 \) and \( W_l = W_r = \frac{1}{2} \).
- For the rest of the coefficients: \( W_t = W_b = W_l = W_r = \frac{1}{4} \).

Again, the advantage of this technique is its simplicity. The examples in Section 6.3 show its effectiveness.

Also note that, after the packetization scheme, not only does a block not lose all coefficients, but its neighboring blocks do not lose the same frequency components. This minimizes 1) the number of coefficients that need to be reconstructed in each block, and 2) the chance that consecutive blocks lose the same frequency components. Without this packetization scheme, reconstruction may interpolate using blocks many (e.g., 16 or 24) pixels away, blocks that may have no spatial correlation whatsoever.

## 6 Evaluation

We first present our study on memory use, which employed a Quantum Viking disk, a unit designed for desktop computers. We then evaluate the effectiveness of our image packetization and reconstruction scheme.
### Table: Quantum Viking II 9.1 WLS Disk Parameters

<table>
<thead>
<tr>
<th>Parameter Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Disk Capacity</td>
<td>10 GBytes</td>
</tr>
<tr>
<td>Number of cylinders, CYL</td>
<td>9,100</td>
</tr>
<tr>
<td>Min. Transfer Rate TR</td>
<td>98 Mbps</td>
</tr>
<tr>
<td>Ultra2 SCSI (LVD) Transfer Rate</td>
<td>6.40 Mbps</td>
</tr>
<tr>
<td>Full Rotational Latency Time</td>
<td>8.33 milliseconds</td>
</tr>
<tr>
<td>Min. Seek Time</td>
<td>0.9 milliseconds</td>
</tr>
<tr>
<td>Max. Seek Time</td>
<td>22.5 milliseconds</td>
</tr>
<tr>
<td>$\alpha_1$</td>
<td>0.82 milliseconds</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>0.08 milliseconds</td>
</tr>
<tr>
<td>$\alpha_2$</td>
<td>1.16 milliseconds</td>
</tr>
<tr>
<td>$\beta_2$</td>
<td>0.00234 milliseconds</td>
</tr>
</tbody>
</table>

Figure 13: Quantum Viking II 9.1 WLS Disk Parameters

### 6.1 Memory Use

Given the Quantum Viking disk parameters, the only parameter that may be varied to tune IO performance is the page size $p_{\text{size}}$. Thus, we first experiment with how the page size affects memory use. We are also interested in finding out how much memory is needed to support a 19.2 Mbps DTV stream and how many 19.2 Mbps DTV streams the disk can support.

Figure 13 lists the parameters for the Viking disk. In addition, we assume that the peak data consumption and input rates are both 19.2 Mbps (a standard DTV bitrate). For computing the seek overhead we follow closely the model developed in [12, 16], which has been proven to be asymptotically close to the real disks. (We also wrote a test program to verify the disk performance. The actual disk performance is slightly better than specified.) The seek overhead function is the following concave function:

$$
\gamma(d) = \alpha_1 + (\beta_1 \times \sqrt{d}) + 11.2 \text{ if } d < 900
$$

$$
\gamma(d) = \alpha_2 + (\beta_2 \times d) + 11.2 \text{ if } d \geq 900.
$$

### 6.2 Page Size

Figure 14 shows the effect of page size on required memory and on peak input rate. The horizontal axis represents the memory page size up to 800 KBytes. (Page sizes beyond 800 KBytes convey no additional information.) Figure 14(a) shows the minimum memory requirement for a peak input rate of 19.2 Mbps for different page sizes. The minimum memory required to support a 19.2 Mbps DTV stream is about one MBytes when the page size is set between 240 and 250 KBytes. This surprisingly small memory requirement shows that our client-based approach is indeed a cost-effective architecture: instead of requiring GBytes of memory to buffer data for time-shift operations, using a disk costs significantly less!

Similarly, Figure 14(b) shows the maximum data input rates that our client-based architecture can support given 4 and 16 MBytes of main memory. (Memory sizes beyond 16 do not help noticeably.) The peak bitrate that 4 MBytes of memory can support is 35 Mbps and the
peak bitrate that 16 MBytes of memory can support is 41 Mbps (about two DTV streams) when the page size is 800 KBytes.

We draw four observations from these results.

- Not all page sizes yield feasible solutions. Figure 14(a) shows that when $p_{size} < 80$ KBytes, no feasible control parameters exist to support the peak data consumption and input rates of 19.2 Mbps. Figure 14(b) confirms that the supportable peak rate is 19.2 Mbps when $p_{size} = 80$ KBytes.

- Figure 14(a) shows that the memory requirement exhibits a sharp knee between $p_{size} = 100$ and 240 KBytes. The minimum memory requirement drops drastically as $p_{size}$ approaches 100 KBytes. A larger page size decreases the number of inter-block seeks and consequently leads to more efficient IOs and memory savings. However, as soon as the data that arrives during one write IO is able to fit into one single page, increasing page size further only wastes memory. This explains why the memory requirement goes up when $p_{size} > 240$ KBytes. Thus, we should avoid selecting a larger than necessary page size.

- The maximum data input rate the resource manager can handle goes up with the page size as shown in Figure 14(b). This improvement results from the reduction in the inter-block seek overhead.

- Increasing memory does not significantly increase the peak bitrate that the system can support. The gap between the peak bitrates that can be supported by 4 and 16 MBytes of memory is not significant as shown in Figure 14(b).

We have implemented the resource manager to support interactive VCR functions. The prototype is implemented on a Pentium II 450 MHz Windows workstation with a Quantum Viking II disk. The prototype has four threads: one controls user interface, one receives incoming bits, one decodes bits and displays frames, and one performs IOs. The CPU scheduling overhead and thread context switches do prolong the worst-case time to perform IO, but not by much (by about 10 ms). Using two MBytes of memory space, the prototype supports a 19.2 Mbps stream with a 400 display screen without a glitch. Although the memory requirement is
doubled compared to that in the above theoretical study, it is nevertheless very low. We are therefore convinced that our proposed architecture does work effectively and economically.

6.3 Image Reconstruction

In our image reconstruction experiment, we first compare a damaged image that does not distribute the loss of the frequency components to other blocks (Figure 15) with one that uses our packetization scheme (Figure 16). Both images were generated under a loss rate of 20%. The major difference is that in the blocks where DC is lost, one can still see high frequency components in Figure 16. Although both images are damaged badly, Figure 16 looks slightly better. (The submitted images are colored.)

Next, we compared the reconstructed images from the first set of damaged images using our reconstruction technique, which takes spatial characteristics into consideration. Figure 17 is the image reconstructed from Figure 15, and Figure 18 is that reconstructed from Figure 16. It is clear that Figure 18 has better visual quality. The distant trees and lamps in Figure 18 are almost lossless, as seen when Figure 18 is compared with the original image in Figure 19. The flower bed of the image in Figure 18 has much better continuity than that of Figure 17, which suffers from severe blocking effects. The distribution of the loss by the proposed packetization scheme significantly reduces the blocking effects for which DCT has often been criticized.

6.3.1 Limitations

This technique is effective as long as there is only one burst of errors and the duration of the burst is smaller than half the image size. If the duration of the error burst is larger than half the image size, the lost coefficients may not be recovered from the neighboring blocks, in which case the image quality degrades severely. In addition, when there are multiple bursts of errors, the chance that they cluster on the image is increased, and subsequently the reconstruction technique may perform less well. However, we argue that such extreme conditions are rare, and other schemes may also be less effective under these conditions.

Figures 20, 21, and 22 show the reconstructed images at the loss rates of 30%, 40%, and 50% respectively.

6.3.2 A Note on SNR

The SNR has been used to measure the image quality, but has been shown not necessarily to reflect the quality of an image [8]. In the proposed packetization scheme, since the errors that are supposed to concentrate in one DCT block are distributed to 64 DCT blocks, the noise affects 64 blocks, rather than just one single block, after the inverse DCT is performed. Thus, the SNR is always slightly lower in the proposed packetization scheme (by less than one dB in PSNR). But human eyes are less sensitive to errors that are diluted and spread out than to errors concentrated on a few spots. Therefore, the slightly lower SNR should not be a concern in this case.
7 Conclusion

We have presented a client-based architecture that supports interactive DTV features. Isolating the client from server and network variability and delay makes supporting “real-time” interactive DTV features possible. Moreover, our quantitative analysis and implementation demonstrated that with a large disk the memory use at the client side is minimum and hence the client-based architecture is cost effective.

In addition, we proposed techniques to maximize QoS at the client side. For video data, we proposed an error concealment and image reconstruction scheme that repairs damaged key frames. For the client as a whole, we proposed a scheduling policy that takes the characteristics of the data objects, the resource constraints, and the viewer’s preference into consideration to maximize the total QoS.

In summary, a dynamic, effective and economical client-based architecture complements a good server design. Together the client and server can thus provide a complete end-to-end solution for the delivery of media data.
Figure 17: Image Reconstructed from Figure 15

Figure 18: Image Reconstructed from Figure 16

Figure 19: Original Undamaged Image
Figure 20: Reconstructed Image from 30\% Loss

Figure 21: Reconstructed Image from 40\% Loss

Figure 22: Reconstructed Image from 50\% Loss
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