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Abstract

Abstraction techniques have been very successful in model checking large systems by enabling the model checker to ignore irrelevant details. Most abstraction techniques in literature are based on refinement. We introduce the notion of broken traces which capture the necessary and sufficient conditions for the existence of an error path in the abstract model. We formulate abstraction as learning the abstract model from samples of broken traces. Our iterative algorithm for abstraction-based model checking is not based on refinement and can generate the smallest abstract model that proves the property. We present an implementation of this algorithm for the verification of safety properties on gate-level net-lists with localization abstraction. Experimental results prove the viability of our techniques.

1. Introduction

Model checking [1] is a formal verification technique that automatically decides whether a model satisfies a temporal property by an exhaustive state-space traversal. Our approach focuses on safety properties, which specify that there are no paths to some error states from the initial states in the model.

The major capacity bottleneck for model checking is the state-space size, therefore the state-space size is a good characterization for the size of a model. Abstraction techniques [2] have been very successful in combating the state-explosion problem. The idea behind abstraction is to build a smaller model, called the abstract model, by grouping together multiple states in the concrete model into a single abstract state. The abstract model preserves all the behaviors of the concrete model by allowing a transition from an abstract state $\hat{s}$ to an abstract state $\hat{t}$ if there is some concrete state in $\hat{s}$ that has a concrete transition to some concrete state in $\hat{t}$. This ensures that if the model checker proves the safety property on the abstract model, it also holds on the concrete model. However, this can introduce a path to an error state in the abstract model, even when there is no such path in the concrete model. Abstraction techniques search over a predefined set of abstract models, looking for one that proves that property and is small in size.

This paper introduces the notion of broken traces which capture the necessary and sufficient conditions for the existence of an error path in the abstract model. This is the motivation behind our abstraction methodology: we compute the smallest abstract model that eliminates all broken traces. This corresponds to the smallest abstract model that can prove the property. The naive method of computing this model by generating and eliminating all broken traces is infeasible because the set of broken traces is too large to enumerate. Instead, we learn this model by generating a set of sample broken traces such that the abstract model that eliminates the broken traces in this set also eliminates all other broken traces. Starting with an empty set, we iteratively generate this set of samples. In each iteration of the loop, we compute an abstract model that eliminates all broken traces in the sample set, and then use the counterexample produced by model checking this abstract model to guide the search for new broken traces that are not eliminated by the current abstract model. The loop terminates when no counterexample is present in the abstract model, or a broken trace corresponding to a real bug is generated. We evaluate our algorithm on a large set of industrial circuits, and compare it against the separation-based refinement approach in [3] and the proof-based abstraction techniques in [4, 5]. The results indicate that our technique generates much smaller abstract models, leading to better overall performance and a more robust behavior on harder benchmarks.

2. Related Work

Starting with Kurshan’s localization reduction [6], there has been a lot of work in automatically generating good abstract models [7, 8, 3, 9, 10, 4, 11, 12, 13, 14, 15, 16]. Many of these techniques follow the Counterexample-Guided Abstraction Refinement (CEGAR) framework. These techniques start with an initial abstract model and iteratively add more constraints (refinement) to eliminate spurious counterexamples, until the property holds on the abstract model or a counterexample is found on the concrete model. The refinement of the abstract model and the search for a concrete counterexample are guided by the abstract counterexamples produced by the model checker.

The technique in [7, 3, 9, 4, 12] uses BDDs or SAT-solvers to identify the failure-state, which is the last state in the longest prefix of the abstract counterexample that has a corresponding path in the concrete model. It then adds a set of constraints that eliminate the abstract transition from the failure-state by splitting it into multiple abstract states. The methods in [10, 16] are similar, except that instead of the longest prefix, they look for a minimal spurious sub-trace [10] or the longest suffix [16]. The drawback of this strategy is that it focuses its efforts on a single abstract state instead of the whole counterexample. A smaller abstract model that
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eliminates the counterexample can be generated by splitting multiple abstract state in the counterexample. Moreover, identification of the failure-state involves building an unrolling of the concrete model, which is expensive. Our approach fixes these drawbacks by analyzing all the abstract states and by never building an unfolding of the concrete model.

The techniques presented in [13, 14] use a game-theoretic approach to eliminate spurious counterexamples. They analyze the abstract model to identify latches that can steer the abstract model away from the error states. The approach in [8] simulates the abstract counterexample on the concrete model using 3-valued simulation, and looks for latches that conflict with their values in the counterexample. The method in [11] finds latches that are assigned the same value in multiple counterexamples. All these approaches use a heuristic to identify a set of candidate latches to add to the abstract model, and then greedily add latches from this list until the abstract counterexamples are eliminated. These approaches provide no guarantees on the size of the abstract model. Our approach, on the other hand, computes the smallest abstract model that can prove the property.

The disadvantage of any refinement-based strategy, is that once some irrelevant constraint is added to the abstract model, it is not removed in subsequent iterations. As the model checker discovers longer abstract counterexamples, the constraints that were added to eliminate the shorter counterexamples might become redundant. Refinement-based techniques do not identify and remove these constraints from the abstract model. This drawback is present in a refinement-based strategy irrespective of the technique that is used to eliminate spurious counterexamples. The proof-based abstraction technique presented in [5, 12] tries to alleviate this problem by building a fresh abstract model at each iteration. However, the abstract model is computed from the proof of unsatisfiability produced by SAT-solvers, and the SAT-solvers internally work like a refinement engine. Our approach is not based on refinement. In our iterative loop, the abstract model generated in the next iteration is not necessarily a refinement of the previous abstract model.

Refinement minimization [8] is used by various approaches to reduce the size of the abstract model. However, it is an expensive operation, and it can only guarantee local minimality. There has been some work in extracting the smallest unsatisfiable subset of a set of clauses [17, 18]. In theory, these techniques can be combined with the proof-based abstraction method [5] to generate small abstract models. However, in practice, these techniques can only be applied to instances with a small number of variables and clauses, and therefore do not scale to real-world systems.

3. Abstraction in Model Checking

We start with a brief description of the use of abstraction in model (for more details refer to [2]). We restrict our attention to safety properties. A system is modeled by a transition system $M = (S, I, R, E)$ where $S$ is the set of states, $I \subseteq S$ is the set of initial states, $R \subseteq S \times S$ is the set of transitions, and $E \subseteq S$ is the set of error states. The size of a model $M = (S, I, R, E)$ is defined as $|S|$. An abstraction function $h : S \rightarrow \tilde{S}$ is a surjection which maps a concrete state in $S$ to an abstract state in $\tilde{S}$.

**Definition 3.1.** The abstract model $\tilde{M} = (\tilde{S}, \tilde{I}, \tilde{R}, \tilde{E})$ corresponding to a concrete model $M = (S, I, R, E)$ and an abstraction function $h$ is defined as follows:

1. $\tilde{S} = \{ s | \exists s, s \in S \land h(s) = \tilde{s} \}$
2. $\tilde{I} = \{ s | \exists s, I(s) \land h(s) = \tilde{s} \}$
3. $\tilde{R} = \{ (\tilde{s}_1, \tilde{s}_2) \land \exists s_1, s_2. R(s_1, s_2) \land h(s_1) = \tilde{s}_1 \land h(s_2) = \tilde{s}_2 \}$
4. $\tilde{E} = \{ \tilde{s} | \exists s, E(s) \land h(s) = \tilde{s} \}$

The essence of abstraction is the following preservation theorem[2], which is stated without proof.

**Theorem 3.1.** Let $\tilde{M}$ be an abstract model corresponding to $M$. Then if the error states are not reachable in $\tilde{M}$, then the error states are also not reachable in $M$.

The aim of an abstraction framework is to find an abstraction function $h$, such that the property holds on the corresponding abstract model. Abstraction techniques search over a predefined (possibly infinite) set $H$ of abstraction functions. For example, for localization abstraction with visible/invisible latches [3], the set $H$ consists of all functions that map a concrete state to its projection over some subset of latches. Among all $h \in H$ that prove the property, we ideally want to identify the one that corresponds to the smallest abstract model.

Note that the converse of Theorem 3.1 is not true. Even if there is a path from an initial state to an error state in the abstract model, the error states might be unreachable in the concrete model. In this case, the abstract counterexample generated by the model checker is spurious, i.e. it does not correspond to a concrete path. The current abstraction function is too coarse to validate the specification, and a new abstraction function is computed to eliminate this spurious behavior.

**Figure 1:** An SMV model ($M$).

Consider the SMV model $M$ in Figure 1. The model has 3 boolean state elements, $x, y$ and $z$. The property holds on the model. The state space of the model is $S = B^3$, where $B = \{0, 1\}$. Consider the abstraction function $h : B^3 \rightarrow B^2$ such that:

$$h(\{x, y, z\}) = \{y, z\}$$

This abstraction function corresponds to localization abstraction that removes the latch $x$ from the abstract model, which is shown in Figure 2. Model checking of this abstract model produces a spurious counterexample:

$$\{0, 1\} \rightarrow \{1, 1\} \rightarrow \{0, 0\}$$

**Definition 3.2.** The abstraction function $h'$ is a refinement of $h$ if for all $s_1, s_2 \in S$, $h'(s_1) = h'(s_2)$ implies $h(s_1) = h(s_2)$.
4. Broken Traces

**Definition 4.1.** Given a model $M = (S, I, R, E)$ and an abstraction function $h$, a broken trace $T$ on $M$ for $h$ is a sequence of pairs of concrete states $((s_1, t_1), \ldots, (s_m, t_m))$, such that

1. $I(s_1)$, i.e. $s_1$ is an initial state.
2. $\forall 1 \leq i \leq m$. $h(s_i) = h(t_i)$, i.e. $s_i$ and $t_i$ lie in the same abstract state.
3. $\forall 1 \leq i < m$. $R(t_i, s_{i+1})$, i.e. $t_i \rightarrow s_{i+1}$ is a concrete transition.
4. $E(t_m)$, i.e. $t_m$ is an error state.

A broken trace $((s_1, t_1), \ldots, (s_m, t_m))$ is said to break at cycle $i$ if $s_i \neq t_i$. If a broken trace has no breaks, it corresponds to a counterexample $C = (s_1, \ldots, s_m)$ on the concrete model. Figure 3 shows a broken trace on $M$. This broken trace breaks at cycle 2.

![Figure 3: A broken trace on $M$ (Figure 1) for the abstraction function defined in (1). A state is an assignment to $\{x, y, z\}$.

**Theorem 4.1.** Given a model $M = (S, I, R, E)$ and an abstraction function $h$, there exists a counterexample on the abstract model corresponding to $h$ if and only if there exists a broken trace on $M$ for $h$ (See Figure 4).

**Proof.** (IF) Assume that $T$ is a broken trace on $M$ for $h$. Let $T = ((s_1, t_1), \ldots, (s_m, t_m))$. Let $M = (S, I, R, E)$ be the abstract model corresponding to $h$. Let $C = (s_1, s_2, \ldots, s_m)$, where $s_i = h(s_i)$. Since $I(s_1)$, by Definition 3.1, we have $I(s_1)$. By Definition 4.1, $R(t_i, s_{i+1})$. Therefore, by Definition 3.1, $R(h(t_i), h(s_{i+1}))$, i.e. $R(s_i, s_{i+1})$. Since $E(t_m)$, by Definition 3.1, we have $E(s_m)$. Hence, $C$ is an counterexample on $M$.

(ONLY IF) Assume that $C$ is counterexample on the abstract model $M$ corresponding to $h$. Let $C = (s_1, s_2, \ldots, s_m)$. Let $M = (S, I, R, E)$. Since $I(s_1)$, by Definition 3.1, there exists a state $s_1$ such that $I(s_1)$. Since $R(s_i, s_{i+1})$, by Definition 3.1, there exist states $t_i$ and $s_{i+1}$ such that $h(t_i) = s_i$, $h(s_{i+1}) = s_{i+1}$ and $R(t_i, s_{i+1})$. Since $E(s_m)$, by Definition 3.1, there exists $t_m$ such that $E(t_m)$. Thus, $T = ((s_1, t_1), \ldots, (s_m, t_m))$ is a broken trace on $M$ for $h$.

**Definition 4.2.** An abstraction function $h$, and the corresponding abstract model, are said to eliminate a broken trace $((s_1, t_1), \ldots, (s_m, t_m))$ if $\exists 1 \leq i \leq m. h(s_i) \neq h(t_i)$.

![Figure 4: An abstract counterexample and a broken trace over the corresponding concrete states. This figure illustrates Theorem 4.1.

For example, the abstract counterexample in (2) corresponds to the broken trace in Figure 3. The abstraction function $h((x, y, z)) = \{x\}$ eliminates the broken trace in Figure 3, because $h((0, 1, 1)) = \{0\}$ and $h((1, 1, 1)) = \{1\}$.

**Theorem 4.1** says that the existence of a broken trace on a concrete model for an abstraction function $h$ is a necessary and sufficient condition for the existence of a counterexample on the abstract model corresponding to $h$. This is the motivation behind our abstraction strategy. We compute the smallest abstract model that eliminates all broken traces on the concrete model. Theorem 4.1 implies that this is the smallest abstract model that can prove the property.

5. Learning Abstractions

The naive method of computing the abstract model by generating and eliminating all broken traces is infeasible, because the set of broken traces is too large to enumerate. Instead, we learn this model by generating a set of sample broken traces such that the abstract model that eliminates the broken traces in this set also eliminates all other broken traces.

For example, the broken trace samples in Figure 5 are eliminated by the abstraction function $h((x, y, z)) = \{x, z\}$. This abstraction function also eliminates the broken trace in Figure 3. The property holds on the corresponding abstract model shown in Figure 6, and therefore by Theorem 4.1, $h$ eliminates all broken traces in $M$.

![Figure 5: Sample broken traces on $M$ (Figure 1). A state is an assignment to $\{x, y, z\}$.

**Figure 6: An abstract model that proves the property for $M$ (Figure 1).**

Figure 7 is a simplified view of our overall strategy. Starting with an empty set, we iteratively generate this set of samples. In each iteration of the loop, we compute an abstract model that eliminates all broken traces in the sample set, and then use the coun-
Figure 7: Learning Abstract Models.

Algorithm 1 Learning Abstractions for Model Checking

LEARNABS (M, φ)
1: B = {};
2: while (1) do
3: h = ComputeAbstractionFunction(B);
4: ̂M = BuildAbstractModel(M, h);
5: if MC(̂M, φ) = TRUE then return ‘TRUE’;
6: else Let C be the counterexample produced by MC;
7: for (n = 1; n ≤ N; n = n + 1) do
8: T = GenerateBrokenTrace(̂M, C);
9: if T has no breaks then return ‘FALSE’;
10: else B = B ∪ {T};

The pseudo-code of our Learning Abstractions (LEARNABS) algorithm is shown in Algorithm 1. The ComputeAbstractionFunction function (line 3) computes an abstraction function that eliminates all broken traces in the sample set B (see Section 8). The BuildAbstractModel function (line 4) builds the abstract model corresponding to h (see Section 7). If the model checker proves the property on the abstract model (line 5), the algorithm returns TRUE. Otherwise, the GenerateBrokenTrace function (line 8) generates N broken trace samples corresponding to the abstract counterexample C (see Section 9). If a real bug is found in the process (line 9), the algorithm returns FALSE. Otherwise, the loop is repeated with the augmented set of samples (lines 10).

6.1. Termination

Since the broken trace(s) generated in a particular iteration of the loop are not eliminated by the current abstraction function h, the same abstraction function will not be computed in subsequent iterations. Thus, termination of the LEARNABS is guaranteed if the following conditions are met: 1) The ComputeAbstractionFunction function generates abstraction functions from a finite set H; 2) The set H contains the identity abstraction function h(s) = s, for which the abstract model is the same as the concrete model.

These assumptions apply to many practical scenarios, including localization abstraction, and predicate abstraction [19] over a finite set of predicates.

7. Our Abstraction Functions

We used localization abstraction with visible/invisible latches [3]. We partition the set of latches into two sets: the set of visible latches (V) and the set of invisible latches (I). The corresponding abstraction function, denoted by hV, maps a concrete state to its projection over V. The size of the abstract model is 2V. The BuildAbstractModel function simply removes the logic that defines the latches in I, and replaces these latches with inputs [3].

8. Computing the Abstraction Function

For a broken trace T = (s1, t1, . . . , sm, t m), the eliminating set ET consists of all latches r such that for some 1 ≤ i ≤ m, the states s i and t i differ on the value of r. The broken trace T is eliminated by an abstraction function hV if ET ∩ V ̸= {}. For example, the broken traces in Figure 5 are eliminated by abstraction functions corresponding to V = {x, z}, V = {y, z}, and V = {x, y, z}. Given a set B of broken trace samples, we want to compute the smallest set V such that hV eliminates all broken traces in B. This computation corresponds to the minimum hitting-set problem, which is an NP-complete problem. We formulate this as an Integer Linear Program (ILP), and solve it using an ILP-solver. We also implemented various polynomial-time algorithms that compute an approximation of the minimum hitting-set.

9. Generating Broken Traces

A SAT-solver implements a function SAT[F] that returns an arbitrary satisfying assignment for the boolean formula F. We enhanced the SAT-solver to implement ‘SAT with hints’. The function SATH[F, H] takes as input a boolean formula F and a set H of assignments to a subset of variables in F. It returns satisfying assignment for F that agrees with the assignments in H on ‘many’ variables. This is achieved by forcing the SAT-solver to first decide on the literals corresponding to the variable assignments in H. Thus, the satisfying assignment will disagree with H on a variable v only if v is forced to a different value by a conflict.

Theorem 4.1 says that if there is a counterexample on the abstract model, there exists a broken trace(s) on the concrete model for the corresponding abstraction function. The GenerateBrokenTrace function (Algorithm 2) generates these broken traces. Starting with a concrete initial state s1 (line 2), it successively finds a concrete transition corresponding to each of the abstract transitions in the counterexample (line 4). The hints to SATH ensure that at cycle i, a state t i different from s i is picked only if s i does not have a transition to some concrete state in s i+1. This helps in reducing the size of the eliminating set for the broken trace. A broken trace with a smaller eliminating set is better because it helps the sampling loop to converge faster [3]. Multiple samples are generated by randomizing the selection of assignments to the inputs.

Note that our approach does not perform BMC on the concrete model. The SAT-solver works on a single frame of the transition relation, thus it can potentially handle much larger designs. We cannot replace the SAT-solver with a circuit simulator, because the
circuit outputs (latches) are constrained to lie in the corresponding abstract state in the counterexample. A circuit-simulator, on the other hand, only permits constraints on the inputs.

Algorithm 2: Generating Broken Traces

\[
\text{GenerateBrokenTrace}(M, C)
\]

1. \(\text{Let } C = \{s_1, \ldots, s_m\}\)
2. \(s_1 = \text{SAT } R(s_1) \land (h(s_1) = \delta_1)\)
3. for \((i = 1; i < m; i = i + 1)\) do
4. \((t_i, s_{i+1}) = \text{SAT}[ R(t_i, s_{i+1}) \land (h(t_i) = \delta_i) \land (h(s_{i+1}) = \delta_{i+1}), \{t_i = s_i\}]\)
5. \(t_m = \text{SAT}[ E(t_m) \land (h(t_m) = \delta_m), \{t_m = s_m\}]\)
6. Return \(T = \{(s_1, t_1), \ldots, (s_m, t_m)\}\)

10. Eliminating One Counterexample: LEARNABS vs. Splitting Failure State

Many abstraction techniques eliminate a spurious abstract counterexample as follows: they identify an abstract failure state [7] by a forward (or backward) simulation of the counterexample on the concrete model and then remove the abstract transition from (or to) the failure state by splitting the failure state into multiple abstract states. The advantage of this technique is that it focuses on a single abstract state. A smaller abstraction model that eliminates the counterexample can be generated by splitting multiple abstract states of the counterexample. Moreover, this technique does not guarantee that the counterexample is eliminated. We illustrate these shortcomings through some examples in the context of the approach based on separating deadend and bad states [7, 3, 4]. We also illustrate how our approach fixes these shortcomings.

10.1. Deadend/Bad States

The set of concrete paths that corresponds to the counterexample \(\delta_1, \delta_2, \ldots, \delta_m\) is given by

\[
\psi_m = \{(s_1 \ldots s_m) | I(s_1) \land \bigwedge_{i=2}^{m-1} R(s_i, s_{i+1}) \land \bigwedge_{i=1}^m h(s_i) = \delta_i\}
\]

(3)

If the counterexample is spurious, \(\psi_m\) is empty. The failure index \(f, f < m\) is the maximal index such that \(\psi_f\) is satisfiable. Given \(f\), \(\delta_1, \ldots, \delta_f\) is the longest prefix of the counterexample that corresponds to a concrete path. The abstract state \(s_f\) is called the failure state (see Figure 8). The states \(d_t\), such that there exists some \(d_1 \ldots d_t\) in \(\psi_f\), are called the deadend states. By definition, the deadend states are reachable from the initial states but have no concrete transition to \(h^{-1}(\delta_{f+1})\).

Since there is an abstract transition from \(s_f\) to \(s_{f+1}\), there is a non-empty set of transitions \(\phi_f\) from \(h^{-1}(s_f)\) to \(h^{-1}(s_{f+1})\) that agree with the counterexample. The set of transitions \(\phi_f\) is given by

\[
\phi_f = \{s_f, s_{f+1}) | R(s_f, s_{f+1}) \land h(s_f) = \delta_f \land h(s_{f+1}) = \delta_{f+1}\}
\]

(4)

The states \(b_f\), such that there exists some \((b_f, b_{f+1})\) in \(\phi_f\), are called the bad states. By definition, bad states have a concrete transition to a state in \(h^{-1}(\delta_{f+1})\).

Figure 8: The spurious abstract counterexample breaks at the failure state. Deadend and bad states lie in the same abstract state.

Figure 9: \(\mathcal{V} = \{x\}, \mathcal{I} = \{y, z\}\). The counterexample breaks at abstract state \(\{2\}\).

There is a spurious abstract transition from \(\delta_f\) to \(\delta_{f+1}\) because the deadend and bad states lie in the same abstract state. This suggests the following strategy to eliminate the counterexample: generate a new abstract model that puts the deadend and bad states into separate abstract states.

10.2. Drawbacks of Separating Deadend/Bad

Example: Consider the abstract counterexample in Figure 9, with \(\mathcal{V} = \{x\}\) and \(\mathcal{I} = \{y, z\}\). Figure 10 is an abstract model obtained by separating state set \(S_1\) from \(S_2\), and \(S_3\) from \(S_1\), where \(S_1 = \{2, 0, 0\}\), \(S_2 = \{2, 1, 0\}, \{2, 1, 1\}\), \(S_3 = \{3, 0, 1\}\), and \(S_4 = \{3, 1, 0\}, \{3, 1, 1\}\). \(S_1\) and \(S_2\) lie in the abstract state \(\{2\}\), while \(S_3\) and \(S_4\) lie in the abstract state \(\{3\}\). This separation can be achieved by making \(y\) visible, and the new abstract model eliminates the counterexample. Note that this abstract model does
Figure 11: Broken trace samples corresponding to the counterexample in Figure 9. A state is an assignment to \( \{x, y, z\} \).

Not separate the deadend and bad states. Separating deadend and bad states for this example would require both \( y \) and \( z \) to be visible, thereby adding unnecessary latches to the abstract model. This example illustrates that separating deadend and bad states is not necessary for eliminating the counterexample. Figure 11 illustrates some broken trace samples corresponding to this counterexample. All these samples are eliminated by making \( y \) visible. Thus our technique does not have this drawback.

Example: Consider the abstract counterexample in Figure 12, with \( V = \{x\} \) and \( I = \{y, z\} \). Figure 13 is an abstract model that puts the deadend and bad states into separate abstract states. The counterexample is not eliminated from the new abstract model, because the bad states are reachable in this model. This example illustrates that separating deadend and bad states is not sufficient to eliminate the counterexample. Figure 14 illustrates some broken traces corresponding to this counterexample. In order to eliminate these, we need to make both \( y \) and \( z \) visible, which also eliminates the counterexample. Thus our technique does not have this problem.

11. Eliminating all counterexamples: LEARNABS vs. Refinement

Counterexample-Guided Abstraction Refinement (CEGAR) framework [6] is a common strategy for automatically generating abstract models. Starting with an initial abstraction function, this technique refines it in each iteration to eliminate one or multiple spurious counterexamples. The smallest abstract model that eliminates a set of counterexamples is not necessarily a refinement of the smallest abstract model that eliminates a subset of this set. Thus, a refinement-based strategy cannot guarantee the smallest abstract model that proves the property. The proof-based abstraction technique presented in [5, 12] tries to alleviate this problem by building a fresh abstract model at each iteration. They perform BMC on the concrete model up to the length of the counterexample. The abstract model consists of the gates that are used by the SAT-solver to prove unsatisfiability of the BMC instance. The problem with this strategy is that SAT-solvers internally work like a refinement engine, the size of the abstract model depends on the variable splitting order used by the SAT-solver. The LEARNABS algorithm is not based on refinement, and therefore it does not have these drawbacks.

Example: Consider the application of a CEGAR-based strategy to \( M \) (Figure 1). In the first iteration of the CEGAR loop, an abstract model is generated to eliminate counterexamples of length 1. This could produce an abstract model with \( V = \{y, z\} \) (see Figure 2), which is one of the smallest models that eliminates all counterexamples of length 1. In the next iteration, a counterexample of length 2 will be generated and this adds the latch \( x \) to \( V \). At this point, the latch \( y \) is not needed, but it ends up being part of the abstract model because CEGAR is based on refinement. Even if a fresh abstract model is generated using a SAT-solver, the abstract model will contain the latch \( y \) if the SAT-solver splits on the variables corresponding to \( y \) first. Our approach, on the other hand, guarantees that \( y \) is not included in the final abstract model (see Figure 6).

12. Experiments Results

We implemented a model checker for gate-level net-lists based on the LEARNABS algorithm. It uses zChaff [20] as the SAT-solver, and CPLEX [21] as the ILP-solver. Cadence SMV [22] is used as the BDD-based model checker for verifying the abstract models. We used 3 sets of benchmarks for our experiments: the IU benchmarks [3] from Synopsys, the PJ benchmarks derived
from the PicoJava processor [5], and the RB benchmarks from the IBM Formal Verification Library [23]. The value of N in LEARN-ABs was set to 25. All experiments were performed on a 1.5GHz Athlon machine with 3GB RAM, running Linux. The following optimizations were implemented on top of LEARN-ABs.

12.1. Optimizations

Fine Grained Abstractions: The level-set abstraction can be too coarse for larger circuits. We modified the BuildAbstractModel function (line 4) to perform BMC on the level abstraction computed from the samples. The BMC instance is restricted with values from the counterexample. If the BMC instance is unsatisfiable, only the gates used in the proof of unsatisfiability are added to the abstract model [5]. If the BMC instance is satisfiable, it means that the counterexample has not been eliminated, and more samples are generated.

Eliminating All Counterexamples: Eliminating one counterexample in each iteration could lead to a lot of expensive model checking calls [24]. The LEARN-ABs loop can be modified to eliminate all counterexamples at the current depth. The modified loop performs (unrestricted) BMC on the current abstract model in the BuildAbstractModel function, and proceeds to the model checking step only if the BMC instance is unsatisfiable. If BMC produces a counterexample, the counterexample is used to generate more samples.

Reducing Number of Samples: It can be shown that computing the smallest abstract model is a \( \Sigma_2^p \)-complete problem [25]. Therefore, the LEARN-ABs algorithm could potentially generate an exponential number of samples before it terminates. In order to balance the time spent in computing the abstract model and in model checking, we added some simple heuristics to the ComputeAbstraction-Function function (line 3) to pick larger non-optimal separating sets if the sampling step takes too much time. Since the GenerateBrokenTrace function does not build a BMC unrolling, it might generate a large number of samples before it identifies one that corresponds to a real bug. Therefore, if the number of samples at a particular depth reaches a threshold, we check for the presence of a real bug at that depth by performing BMC on the concrete model.

12.2. Results

Figure 15 shows the comparison of LEARN-ABs with the abstraction strategy based on separating deadend/bad states. The numbers for Deadend/Bad were obtained from [3] (these experiments were performed on the same machine as ours). The table shows the number of latches in the circuit (reg); the counterexample length (cex) - ‘T’ indicates that the property holds; the total running time (time); the number of model checking calls (itr); and the number of latches in the final abstract model (abs). The LEARN-ABs algorithm generates smaller abstract models. For smaller benchmarks, model checking is not the bottleneck, and therefore the effort spent in generating a good abstract model does not result in a smaller overall running time. The LEARN-ABs algorithm performs better on the larger benchmarks.

Figure 16 compares the LEARN-ABs algorithm with the abstraction strategy based on the proof of unsatisfiability generated by SAT-solvers (SATPROOF) [4, 5, 12]. For both these techniques, we show results for the single-counterexample mode (indicated by ‘S’) that eliminates one abstract counterexample in each iteration; and the all-counterexample mode (indicated by ‘A’) that eliminates all counterexamples at the current depth in each iteration. The LEARN-ABs algorithm consistently generates smaller abstract models, and this translates to a better or similar runtime on most benchmarks. For the benchmarks with bugs, SATPROOF performs better because the BMC step is very efficient in identifying the error trace. The LEARN-ABs algorithm completes all the benchmarks, while SATPROOF cannot complete 4 benchmarks. On IUPI, the SAT-solver runs out of memory while trying to build an unrolling of the concrete model for depth 67 for SATPROOF (S), and 69 for SATPROOF (A).

13. Conclusion

We introduced the notion of broken traces and formulated abstraction as learning from samples of broken traces. We presented an iterative algorithm for abstraction-based model checking that is not based on refinement, and that computes the smallest abstract model that can prove the property. There are several future research directions to our work. We want to explore better heuristics for balancing the time spent in model checking and the time spent in computing a good abstraction. The current algorithm tries to map an abstract transition to a single concrete transition in the broken trace. This can be extended to multiple concrete transitions, which can be used to generate a hierarchy of abstract models. Together with predicate abstraction, our algorithm can be used for verification of high-level system descriptions and for software model checking. If the set of predicates is predefined, then the techniques presented in this paper apply directly. Otherwise, data-mining techniques can be used to infer eliminating predicates from broken trace samples. The broken traces can also be used to identify which predicates are relevant at which location in the program.
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**Figure 16:** Comparison of SATPROOF and LEARNABS, in single (S) and all (A) counterexamples mode.


