Higher-Order Virial Coefficients of Water Models
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We use the Mayer sampling method, with both direct and overlap sampling, to calculate and compare classical virial coefficients up to $B_6$ for various water models (SPC, SPC/E, MSPC/E, TIP3P, and TIP4P). The precision of the computed values ranges from 0.1% for $B_2$ to an average of 25% for $B_6$. When expressed in a form scaled by the critical properties, the values of the coefficients for SPC water are observed to greatly exceed the magnitude of corresponding coefficients for the simple Lennard-Jones model. We examine the coefficients in the context of the equation of state and the Joule–Thomson coefficient. Comparisons of these properties are made both to established molecular simulation data for each respective model and to real water. For all models, the virial series up to $B_5$ describes the equation of state along the saturated vapor line better than the fifth-order series. For example, the sixth-order virial equation of state for SPC/E water predicts the 673 K isotherm within 8% of published molecular simulation values up to a density of 9 mol/L (roughly half the critical density of SPC/E water).

1. Introduction

Understanding the pressure–volume–temperature (PVT) behavior of real gases is an active and important research area. It began with van der Waals, who first developed the famous two-constant equation for interpreting real gas behavior.1 Since then, much work has been done in developing theoretical and empirical methods for predicting and understanding real gas behavior.2,3

In this area, an important role is played by the virial equation of state (VEOS). The VEOS describes the PVT behavior at low density by the following expression,

$$P/T = Z = 1 + B_2 \rho + B_3 \rho^2 + B_4 \rho^3 + B_5 \rho^4 + B_6 \rho^5 + \ldots \tag{1}$$

where $P$ is the pressure, $\rho$ is the number density (reciprocal of volume per molecule, $\varepsilon$), $k$ is the Boltzmann constant, $T$ is the absolute temperature, $Z$ is the compressibility factor, and $B_i$ is the $i$th virial coefficient. These coefficients are directly related to the interactions between the molecules. The first term on the right-hand side in the above equation (the constant 1) represents the ideal gas contribution, and subsequent terms represent the contributions from many-body interactions as found in real (that is, nonideal) systems. In particular, $B_2$ is related to interaction energies of a group of $i$ molecules. Diagrammatically, these coefficients are represented in the form of cluster integrals.2,4

For example

$$B_2(T) = -\frac{1}{3V} \oint f_{ij} \text{d}r_i \text{d}r_j = -\frac{1}{3V} \bigtriangleup \tag{2}$$

where $V$ is the volume. For pairwise-additive potentials the third virial coefficient is

$$B_3(T) = \frac{1}{8V} \left[ \begin{array}{c} \text{3} \\ \text{6} \end{array} \right] + \left[ \begin{array}{c} \text{3} \\ \text{6} \end{array} \right] \tag{4}$$

In the integrals, $f_{ij} = [\exp(-\beta u_{ij}) - 1]$ is the Mayer function, where $u_{ij}$ is the pair potential between molecules labeled $i$ and $j$, and $\beta = (kT)^{-1}$. In the diagrams, the points correspond to each variable of integration, and the lines represent Mayer-function interactions between the molecules. The coefficient premultiplying each integral can be determined from a symmetry number associated with the diagram. The integral over one molecule’s position cancels the $V$ in the denominator. We write the formulas showing the integration over only the positions of each molecule; in general, integration must be performed over all rotational and internal degrees of freedom available to each molecule, as well. Using now just the diagrammatic form of the integrals, the fourth virial coefficient is

whereas the fifth virial coefficient, $B_5(T)$, is the sum of 10 five-point diagrams.

There are several scientific and engineering uses for virial coefficients. These include

- Testing intermolecular potentials. The temperature dependence of $B_2$ gives information about the detailed pairwise interactions. Comparison of $B_2$ for a model to experimental $B_2$ data provides one means to formulate pairwise potentials. In principle, higher-order virial coefficients also can act as a stringent test for these potentials. However, higher-order virial coefficients are not easily measured experimentally.
- Determining the unknown parameters that appear in approximate equations of state.5,6
TABLE 1: Comparison of Overlap and Direct Sampling for the Calculation of $B_2$ for TIP4P Water at 298 K$^a$

<table>
<thead>
<tr>
<th>sampling method</th>
<th>$B_2$ (L/mol)</th>
<th>% precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>overlap</td>
<td>$-3.639$</td>
<td>$0.1$</td>
</tr>
<tr>
<td>direct</td>
<td>$-3.324$</td>
<td>$8.3$</td>
</tr>
</tbody>
</table>

$^a$ 100 configurations were sampled for each value of $B_2$.

- Describing (with virial series up to a few virial coefficients) the supercritical phase during supercritical extraction.7,8
- Predicting PVT behavior, critical properties, and phase instabilities of molecular fluids.9,10
- Predicting the Joule–Thomson inversion curve (from second and third virial coefficients) of molecular fluids.11
- Describing gas-phase molecular clustering.12,13

Despite the diagrammatic simplicity of these virial coefficient expressions, it has been quite difficult to calculate virial coefficients, except for the simplest cases. Some examples of these simpler cases include:
- Up to $B_{10}$ for hard spheres in 1–8 dimensional space.14,15
- Up to $B_6$ for various nonspherical convex hard bodies.16
- Up to $B_5$ for particles interacting according to a square-well potential.16

For more realistic potentials [such as Lennard-Jones fluids (LJ), two-centered LJ with point quadrupoles (2CLJQ), and water], fewer virial coefficients are known. Prior to our recent work, virial coefficients up to only $B_5$ for LJ,17 $B_2$ for 2CLJQ,10 and $B_1$ for water$^9$ have been determined using the existing methodologies, that is, numerical integration$^9$ and the hit-and-miss Monte Carlo (MC) method.18 Rouha and Nezbeda have reported $B_2$ and $B_3$ for some primitive models of polar and associating fluids.19 Recently, we proposed Mayer sampling, a method based on free energy perturbation ideas applied to the calculation of cluster integrals.20 We demonstrated the effectiveness of this method by calculating up to $B_6$ for LJ and $B_3$ for the SPC/E water model.20

In the present study, we apply the Mayer sampling method to calculate up to $B_6$ for various pairwise water models; specifically, SPC, SPC/E, MSPC/E, TIP3P, and TIP4P.21–25 We also investigate the PVT behavior of these models on the basis of successive truncated virial series. All calculations described herein are classical and contain no quantum mechanical corrections, even though such effects are known to be significant at some of the conditions studied here.20 For example, in the case of the TIP4P water model, quantum effects can alter $B_3$ by 60% at 350 K. The effects diminish with increasing temperature and at 500 K are negligible. Regardless, it is worth keeping in mind that some empiricism was used in the development of these classical models, and consequently, their formulation implicitly includes quantum effects to some degree (much as they also attempt to capture the effect of multibody interactions in the parametrization of their pairwise form). Quantum effects become increasingly important at low temperatures, and their neglect is likely to lead to significant errors when extrapolating to temperatures below those used to fit the models.

The rest of the paper is organized as follows. In the next section, we review the Mayer sampling technique. In Section 3, we present the results for the water models and also discuss thermodynamic properties predicted from the truncated series. Finally, we conclude in Section 4.

2. Molecular Models and the Mayer Sampling Method

This section outlines the specific water models studied and the Mayer sampling method itself. Particular attention is drawn to two different staging schemes used in this work: direct sampling and overlap sampling.

2.1. Molecular Models for Water. In this investigation, we apply the Mayer sampling method to calculate values of $B_2$--$B_6$ for various pairwise water models; specifically, SPC, SPC/E, MSPC/E, TIP3P, and TIP4P.21–25 These simple models, especially SPC/E and TIP4P, are often considered the best pairwise models available for water and have received much attention in the molecular simulation literature for studying such phenomena as vapor–liquid equilibrium, thermodynamic properties, transport properties, and solvation.

2.2. Direct Sampling. Mayer sampling$^{20}$ is based on importance-sampling Monte Carlo simulation to evaluate each $n$-point cluster integral or, more generally, sums of such integrals. It is similar in nature to other biased Monte Carlo methods for evaluating cluster integrals.27–30 A probability distribution $\pi(r^n)$ governs sampling of configurations, and simulation is used to evaluate the ratio of each integral to a known reference integral. This is represented mathematically as

$$\Gamma(T) = \Gamma_0 \frac{\langle \gamma/\pi \rangle_\pi}{\langle \gamma/\pi \rangle_\pi}$$

In the above expression, $\Gamma(T)$ represents a general cluster integral or sum of integrals with integrand $\gamma(r^n; T)$. For example, if $\Gamma$ is $B_5$, then $\gamma = \langle f_{12345} \rangle$, and if $\Gamma = B_4$, then $\gamma = \langle f_{1234} \rangle + \langle f_{1235} \rangle + \langle f_{1245} \rangle + \langle f_{1345} \rangle$. The angle brackets indicate the “ensemble-average” integral over all configurations and orientations of the $n$ molecules, and the subscript $\pi$ indicates that the integral is weighted by the (normalized) $\pi$ distribution: $\langle \gamma \rangle_\pi = \int dr^n \pi(r^n) \gamma(r^n)$. The subscript “0” indicates a quantity for a reference system, for which $\Gamma_0$ is known. Although superficially of the form of umbrella sampling, we refer to eq 5 as the direct-sampling implementation of Mayer sampling because it involves perturbations directly between the target system (which governs sampling) and the reference system.31

This approach was used to calculate all of the virial coefficients ($B_2$--$B_3$) reported here for all of the water models, with the exception of $B_3$ for SPC/E water at all temperatures and $B_2$--$B_5$ for TIP4P water at temperatures between 210 and 298 K. In those instances and for all values of $B_5$, for all water models, the overlap sampling scheme was used. More information on overlap sampling can be found in the following subsection.

There are many choices one can select for the $\pi$ distribution and reference cluster.20 In this work, we have used $\pi = \langle f(r^n; T) \rangle$, as suggested by the importance sampling approach. We have found that selecting $\pi$ as the absolute value of the sum of all the clusters is a convenient formulation. By choosing this definition for $\pi$, eq 5 can be expressed as

$$\Gamma(T) = \Gamma_0 \frac{\langle \text{sgn}(\gamma) \rangle_\pi}{\langle \gamma/\pi \rangle_\pi}$$

where $\text{sgn}(\gamma)$ is just the sign of the cluster sum. Therefore, each term in the numerator average is $+1$ or $-1$.

Regarding the reference cluster, one must select a system whose phase space is a subset of the phase space of the target system.22,23 In this work, we used the ring-shaped cluster with a hard-sphere potential as a reference for all of our direct sampling simulations, and the sum of all diagrams and a hard-sphere potential as a reference for all overlap sampling simulations. Other choices are possible. Although the hard-sphere potential and the water potentials are very different, the impact...
of this difference on the accuracy and precision of the calculations is minimal so long as the sampling method can sample configurations important to both systems.

The calculations were conducted as follows. Monte Carlo sampling was performed for a number of molecules equal to the order of the virial coefficient being computed. We used molecule displacement and rotation moves to generate trial configurations. We found it helpful to select a random number of molecules to perturb in one trial (so, e.g., with equal likelihood, sometimes one molecule is moved, sometimes two, etc., and sometimes all of them are). Each trial was accepted with probability min(1, \( \pi(\text{new})/\pi(\text{old}) \)), where \( \pi \) is defined as the absolute value of the weighted sum of the cluster integrands contributing to the calculated virial coefficient. The resulting configuration contributed to the two averages in eq 6. We examined several values of the reference hard-sphere diameter near the LJ collision diameter \( \sigma \) (for the oxygen atom in the water models) and did not observe a significant effect on the results. The value of a cluster for a given configuration was determined by summing the contributions of all unique permutations of the labeling of the molecules. Simulations sampled \( M = 10^7 - 10^9 \) configurations, depending on the rate of convergence of the averages. Step sizes for the trials were adjusted in a short "equilibration" period, before accumulating averages, to achieve a 50% acceptance rate for trial moves. It is important that this step size not be adjusted once averaging is begun.

Virial coefficients up to \( B_4 \) for the water models are easily done on a single processor in 3 days or less. For higher-order coefficients \( (B_5, B_6) \), longer runs are required to collect the required number of configurations. Hence, parallelization is a very valuable feature of the current method. Multiprocessors were utilized for calculating higher-order virial coefficients. For example, calculating \( B_6 \) at a given temperature required 12 h on 128 3.2 GHz processors. The independent averages were collected and processed at the end of the simulation to calculate the desired virial coefficient. All simulations in this work were performed with the etomica molecular simulation suite. We note that it is likely that the present implementation is not the most optimized form and believe that further advancement in the algorithm will lead to the improvement in the efficiency of the method.

\[ B_2 = \frac{1}{N} \sum_{i=1}^{N} \frac{1}{r_{ij}} \]

\[ B_3 = \frac{1}{N^2} \sum_{i<j}^{N} \frac{1}{r_{ij}^3} \]

\[ B_4 = \frac{1}{N^3} \sum_{i<j<k}^{N} \frac{1}{r_{ijk}^4} \]

\[ B_5 = \frac{1}{N^4} \sum_{i<j<k<l}^{N} \frac{1}{r_{ijkl}^5} \]

\[ B_6 = \frac{1}{N^5} \sum_{i<j<k<l<m}^{N} \frac{1}{r_{ijklm}^6} \]
2.3. Overlap Sampling. Direct sampling was used to calculate most of the virial coefficients reported in this study. However, for $B_5$ for SPC/E water at all temperatures, $B_6$ for all water models at all temperatures, and $B_2 - B_6$ for TIP4P water from 210 to 298 K, we used overlap sampling instead. In general, overlap sampling is an alternative free-energy-perturbation technique for sampling systems having overlapping but nonsubset important configurations.32,33 The main idea is to sample two separate systems, with each perturbing into a common intermediate. This intermediate is designed to contain important configurations from the intersection of the individual configurations of the two original systems. Bennett developed a method to optimize this intermediate to balance the contributions from the target and reference systems to the overlapping phase space.33,36

Overlap sampling is a desirable alternative to direct sampling at low temperature. At low temperatures, the water molecules strongly prefer their own energetic wells, and many configurations important to the hard sphere reference are not sampled and direct sampling fails. This signals that the hard sphere phase space is no longer a subset of the water phase space,32-33 but instead, that the water’s attractive wells are regions of phase space overlap between the hard spheres and water. Overlap sampling takes advantage of this overlap by simulating two systems, one with the sampling governed by the water potential and the other governed by the hard sphere potential. One begins by defining an overlap function to represent mathematically only those regions important to both hard spheres and water,

$$\gamma_{\text{OS}} = \frac{|\gamma_0||\gamma|}{\alpha|\gamma_0| + |\gamma|}$$

where $\gamma_{\text{OS}}$ is the overlap function and $\alpha$ is an optimization parameter. In each phase, the quantity measured during the simulation is the ratio of the average value of the cluster to the average overlap function for that system. The ratio of the water
to the hard sphere integrals can then be calculated as the ratio of the ratios from the hard sphere and water systems,

\[ \Gamma(T) = \Gamma_0 \frac{\langle \gamma(T) \rangle}{\langle \gamma_0 \rangle} \frac{\langle \gamma_0(T) \rangle}{\langle \gamma_0 \rangle} \tag{8} \]

where \( \gamma_0 = |\gamma_0| \).

The important component in overlap sampling is \( \alpha \), the optimization parameter. As a starting point, Bennett\textsuperscript{35,36} developed the following criterion for optimizing \( \alpha \),

\[ \sum_i \gamma_{OS}/\tau_0 = \alpha \sum_i \gamma_{OS}/\tau \tag{9} \]

where the subscripts “\( r \)” and “\( t \)” refer to the reference and target systems, respectively, and the summations are performed over all the samples in each respective system. However, the criterion in eq 9 assumes that the statistical uncertainties for both systems are equal for the same number of samples. This assumption is not valid for Mayer sampling between a reference system of hard spheres and a target system of water; the water system is much more difficult to sample and therefore contains greater statistical uncertainty. However, if one samples the target system more than the reference system, the value of \( \alpha \) from eq 9 becomes smaller. Subsequently, a smaller value of \( \alpha \) increases the statistical uncertainty in \( \langle \gamma_{OS}/\tau \rangle \), which in turn increases the statistical uncertainty in \( \Gamma(T) \) according to eq 8. Therefore, we require a modified criterion so that we can simulate the target system (water) more than the reference system without biasing the optimal value of \( \alpha \). A more general form of eq 9 is

\[ \langle \gamma_{OS}/\tau \rangle = \alpha \langle \gamma_{OS}/\tau \rangle \tag{10} \]

Equation 10 is equivalent to eq 9 if the number of samples for the reference and target systems is the same and will still yield the same value of \( \alpha \) when the target system is sampled more than the reference. We use the statistical uncertainty of the result from each simulation (of each system) to help us choose how long to run each simulation (of each system). On average, the hard sphere reference system is simulated 100 times less than the target (water) system. Ultimately, this methodology allows us to reduce the error in \( \Gamma(T) \) as determined by propagation of error on eq 8.

The overlap sampling calculations were conducted in much the same way as the direct sampling calculations, except that we used two systems. One was sampled according to \( \gamma_0 \) (the probability distribution for the reference system) and yielded the average for the denominator in eq 8. The second was sampled according to \( \tau \) (the probability distribution for the target system) and yielded the average for the numerator in eq 8.

It is instructive to examine the difference that overlap sampling makes at low temperatures for TIP4P water in Mayer sampling. Table 1 shows the results for \( B_0 \) at 298 K calculated with both direct and overlap sampling for \( 10^6 \) configurations. These results clearly show that using overlap sampling at low temperatures improves the precision of the computed value for \( B_0 \). With this level of improvement for \( B_0 \), it is likely that overlap sampling will improve the precision for the higher virial coefficients, \( B_2 - B_6 \), as well. This improvement in precision was realized for \( B_2 \) and \( B_3 \) for SPC/E water, which were determined with both direct and overlap sampling. The overlap sampling results were more precise, and those values are reported in this work. All Mayer sampling simulations with overlap sampling sampled between \( 10^6 \) and \( 10^{10} \) configurations (total for both reference and target systems) for each virial coefficient.

We conclude this section with a word on uncertainty analysis. For \( B_2, B_3, \text{ and } B_6 \), about four simulations with \( 10^6 - 10^9 \) samples was required to obtain a low uncertainty (usually \( \leq 2\% \), except for \( B_3 \) at low temperatures). For the higher-order coefficients \( B_4 \) and \( B_5 \), typically 8–10 independent simulations of \( 10^9 \) configurations were performed for each coefficient.
independent simulations for each coefficient at each temperature, an average and standard error of the mean for each coefficient was computed and is reported with the results.

3. Results and Discussion

Tables 2–6 present the virial coefficients $B_2$–$B_6$ for all of the water models studied in this work, and Figure 1 presents the coefficients for SPC water in comparison to values for the LJ model (for the purposes of this comparison, we take the SPC data as representative of all water models). To promote a more meaningful comparison of the coefficients between the LJ and water models, in this figure, all values are reduced by the corresponding critical-point properties for each model. From the figure, we see that the virial coefficients for the water model differ quantitatively and sometimes qualitatively from the LJ behavior. Over the range of temperature studied here, the coefficients $B_2$, $B_3$, and $B_4$ for the two models follow similar trends, varying from negative to positive values with increasing temperature. However the scaled magnitudes of the coefficients are very different for the two models: the coefficients for water are many times larger in magnitude than those for the LJ model. This disparity is present even more in the next two coefficients, $B_5$ and $B_6$, which further exhibit qualitative differences between models. For LJ, $B_5$ is negative at low temperatures and increases toward zero with increasing temperature, showing small and brief oscillation there (not visible in figure) as the temperature is increased further, before finally settling in on positive values at high temperature. In contrast, at low temperature (within the range studied) $B_5$ for water is positive, and with increasing temperature, it drops toward zero, becomes negative, and goes through a steep minimum before returning toward zero (remaining negative) at higher temperatures.

The behavior of $B_6$ for water is a little harder to generalize. Its value for all models becomes positive at high temperatures. However, at the lower temperatures studied here, $B_6$ can exhibit either positive or negative values, depending on the particular

Figure 1. Virial coefficients $B_2$–$B_6$ for the Lennard-Jones model (circles, dashed line) and for the SPC model of water (squares, solid line). Values are made dimensionless by the appropriate power of the critical density, $\rho_c$, of each model: specifically, 0.289 g/mL for SPC water and 0.31/$\sigma^3$ for the LJ fluid. $T_c$ is the critical temperature, which equals 596 K for SPC water and 1.313($\epsilon/k_B$) for the LJ fluid (where $\epsilon$ is the LJ energy parameter and $k_B$ is Boltzmann's constant). Lines connecting points are drawn as a guide to the eye. The nearly vertical lines in the plots for $B_1$ and $B_5$ near $T_r = 0.7$ connect off-of-scale points for SPC water.
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For SPC water, \( B^\text{Expt.} \) represents the correlation given in ref 38. (a) SPC, SPC/E, and MSPC/E. (b) TIP3P and TIP4P. The line labeled "Expt." represents the correlation given in ref 38.

Figure 2. Comparison of second virial coefficient from various water models. Points are Mayer sampling results for each corresponding model or data from the studies by Guissani and Guillot\(^a\) and Kusalik et al.\(^b\) (a) SPC, SPC/E, and MSPC/E. (b) TIP3P and TIP4P. The behavior for all models is similar across the temperature range considered in this study. Overall, the agreement between the models is better at high temperatures and worse at low temperature. For example, at 750 K, \( B_2 \) from the SPC/E model is 42% larger than \( B_2 \) from the TIP4P model, but at 450 K, \( B_2 \) from the SPC/E model is 65% larger than \( B_2 \) from the TIP4P model. This difference is attributed wholly to the water model itself, because the error in the Mayer sampling method is significantly less than 1% for a \( B_2 \) calculation. We also compare values calculated via Mayer sampling with the literature value of some models (SPC, SPC/E, and TIP4P). Our values agree well with those from Kusalik et al.\(^b\) and Guissani and Guillot\(^a\) for TIP4P-SPC/E and SPC/E-SPC water models, respectively. It should also be noted that the \( B_2 \) values of TIP4P are closest to the values from a high-accuracy correlation for real water,\(^38\) whereas \( B_2 \) values of SPC/E are farthest. In general, all the pairwise water models investigated significantly underpredict (that is, are more negative than) the actual value of \( B_2 \) for water because all the water models were designed to describe condensed (mainly liquid) water, for which the molecular dipole moment is larger and interactions are stronger.

Last, Table 7 presents the results for \( B_3 \) TIP4P water calculated from Mayer sampling in comparison to those determined by Kusalik et al.\(^b\) These data supplement a similar comparison presented previously\(^20\) for the SPC/E model. It should be noted that the Mayer sampling values for TIP4P displayed in Table 7 are not directly from simulation but, rather, are interpolations from the values obtained and presented in Table 6. We interpolate using second-order polynomial curves between successive data points. Overall, the values from both studies are largely in agreement: except for where the value is going through zero, differences are <10% and, most often, just a few percent. Interpolation errors notwithstanding, the values obtained from this Mayer sampling investigation are more precise than those previously reported (1% precision from Mayer sampling, 10% precision from Kusalik et al.).

### 3.1 Thermodynamic Properties

In this section, we consider thermodynamic properties calculated from the virial series of the different water models. The properties we are most interested in are deviations from ideality at saturated vapor conditions and supercritical conditions and Joule–Thomson coefficients.

#### 3.1.1. Prediction of PVT Behavior of Saturated Vapor and Supercritical Conditions

We examine the ability of different truncated virial EOSs to predict the PVT behavior of the corresponding water model. To explore this topic, we focus our attention on PVT behavior at subcritical temperatures along the saturated vapor line, as well as at supercritical temperatures. We compare the predictions of fifth- and sixth-order truncated virial equations of state (denoted VEOS5 and VEOS6, respectively) with molecular simulation data in the literature.\(^23,37,39\)

### 3.1.1.1. Thermodynamic Properties

#### Table 7: Values for \( B_3 \) from TIP4P Water Model, Comparing Mayer Sampling Values to Values Obtained from the Literature

<table>
<thead>
<tr>
<th>( T (K) )</th>
<th>( B_3 ) (L/mol)(^3), TIP4P, lit.(^9)</th>
<th>( B_3 ) (L/mol)(^3), TIP4P, Mayer sampling(^a,b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>373</td>
<td>1.29</td>
<td>1.35</td>
</tr>
<tr>
<td>423</td>
<td>0.1286</td>
<td>0.1405</td>
</tr>
<tr>
<td>473</td>
<td>-0.001375</td>
<td>-0.00398</td>
</tr>
<tr>
<td>523</td>
<td>0.01275</td>
<td>0.01178</td>
</tr>
<tr>
<td>573</td>
<td>0.0115</td>
<td>0.01110</td>
</tr>
<tr>
<td>623</td>
<td>0.00876</td>
<td>0.00853</td>
</tr>
<tr>
<td>673</td>
<td>0.00648</td>
<td>0.006350</td>
</tr>
<tr>
<td>723</td>
<td>0.00483</td>
<td>0.004760</td>
</tr>
<tr>
<td>773</td>
<td>0.00367</td>
<td>( c )</td>
</tr>
</tbody>
</table>

*Values are from interpolation. \(^a\) Values are present with all significant digits, assuming there are no errors introduced from interpolation. \(^b\) 773 K lies outside the temperature range where Mayer sampling values for TIP4P have been determined.*
should be noted that we do not compute the saturated vapor line by itself from the virial coefficients obtained from Mayer sampling. Rather, we use known values of the saturation density and temperature of the model to define a coordinate to conduct the comparison. This locus of states represents the maximum density for which the vapor EOS may be of interest below the critical temperature.

We focus first on predicting PVT behavior along the saturated vapor line. Figures 3–6 show plots of \( (Z - 1) \) [the deviation from ideality] versus reduced density \( \rho_r = \rho / \rho_c \), where \( \rho_c \) is the critical density of the model) along the saturated vapor line for four of the five water models studied: SPC, SPC/E, MSPC/E, and TIP4P. In each figure, the points represent molecular simulation data (complete with error bars calculated from the reported uncertainties in pressure and density according to each investigation) from the literature, and the dashed and solid lines represent fifth- and sixth-order truncated virial series predictions, respectively. Again, it is important to mention here that we do not have Mayer sampling results for \( B_2 - B_6 \) for all the water models at all of the temperatures from the molecular simulation data. Therefore, to obtain values for the virial coefficients from the various water models at the desired temperatures, we interpolate using first-, second-, or third-order polynomial curves between successive data points, depending on the order of the coefficient.

Last, we must address the issue of the uncertainty associated with the VEOS5 and VEOS6 predictions for \( (Z - 1) \). The overall uncertainty for each of these points was calculated via propagation of error on the virial coefficients, taking the uncertainty for each virial coefficient at the temperature of interest to be equal to the maximum absolute uncertainty of the two coefficient values at the temperatures closest to it (see Tables 2–6, accordingly).

In general, for all four water models, the fifth-order truncated virial series (VEOS5) is better at matching the saturated vapor data than the sixth-order truncated virial series (VEOS6). At all state points for all water models, VEOS6 predicts too great a deviation from ideal gas behavior. Despite this commonality, there are some notable differences and features between VEOS5 and VEOS6 for the various water models. These include:

- For SPC water, VEOS6 begins to deviate significantly from the simulation results at a reduced density of \( \rho_r \approx 0.09 \), whereas VEOS5 performs exceptionally well out to reduced densities of 0.18. It should be noted that the highest reduced density point at which VEOS5 agrees with simulation data for SPC water in Figure 3 corresponds to a reduced temperature of 0.93. It is very interesting to see how well VEOS5 captures PVT behavior for so long along the saturated vapor line, approaching the critical point.

- In the case of SPC/E water, both virial series agree with simulation data, within uncertainty, up to a \( \rho_r \) of \( \approx 0.16 \). Beyond that density, both series begin to fail, with VEOS6 diverging faster from the simulated saturated vapor line than VEOS5.

- VEOS6 for MSPC/E water, as shown in Figure 5, fails at much lower reduced densities than the sixth-order equations for SPC and SPC/E.
• For TIP4P water, the difference between VEOS5 and VEOS6 predictions is rather small. This indicates that the importance of higher-order coefficients is specific to the water model under consideration.

It is worthwhile to pause and comment on the notion of “accuracy” when comparing VEOS5 and VEOS6 predictions to molecular simulation data. In one sense, VEOS5 is more “accurate” than VEOS6 in matching the simulation saturated vapor line; that is, it does a better job of predicting the correct pressure (and therefore, the compressibility factor, Z) given a specific temperature and density. However, in the purest sense, VEOS6 is inherently more “accurate” than VEOS5 on the basis of the fact that it includes $B_r$, a term which does belong in the virial series and whose value can be determined with reasonable precision via Mayer sampling. Therefore, the fact that VEOS5 matches the saturated vapor line better is likely fortuitous, a result that probably stems from omitting higher-order terms that normally would cancel each other out at the given thermodynamic state points along the saturated vapor line. In this sense, Figures 3–6 actually test the ability of a fifth-order truncated series to reproduce the saturated vapor line. Once VEOS6 begins to deviate significantly from VEOS5, one can know with certainty that truncation at $B_r$ is no longer appropriate. Further, the fact that VEOS6, which is inherently more “accurate” given its inclusion of $B_r$, deviates significantly (more than can be ascribed to imprecision in $B_0$) from the simulation data indicates that $B_r$ (at least) is required to better reproduce the PVT behavior along the saturated vapor line. Alternatively, it is also possible that the virial series is not convergent at the conditions being studied here. We would not have expected this, given that a similar study applied to the LJ fluid shows increasing accuracy with added coefficients (up to $B_6$) along the saturation curve (see Figure 7). Some indication of the difference in the convergence behavior is apparent in the critical-scaled plots of the coefficients presented in Figure 1, where the water coefficients are seen to greatly exceed the magnitude of the LJ coefficients. It is not clear whether the extra difficulty with water is due to its long-ranged interactions or strong short-ranged interactions. Some preliminary results (not reported here) for low-order coefficients for polarizable water models indicate that this behavior may be an artifact of the condensed-phase parametrization of these pairwise water models.

In addition to exploring PVT properties at subcritical temperatures (corresponding to the saturated vapor line), we also explored properties at supercritical temperatures. Guissani and Guillot performed a molecular dynamics study of SPC/E water and fit their simulation data to an empirical expression for the compressibility factor. This expression (hereafter referred to as GGEOS) is valid for temperatures between 500 and 700 K and can be used as a standard for the PVT behavior of SPC/E water. Figure 8 compares (Z − 1) versus $\rho_r$ for VEOS5 and VEOS6 with the GGEOS at a reduced temperature of 1.03 (673 K for SPC/E water). From this plot, one notes that at this supercritical temperature, VEOS6 outperforms VEOS5, notwithstanding the relatively low confidence limits associated with VEOS6 predictions. VEOS5 begins to fail around $\rho_r \approx 0.25$, whereas VEOS6 accurately reproduces the behavior of the GGEOS out to $\rho_r = 0.40$. This figure highlights the importance of higher-order virial coefficients such as $B_r$ in successfully quantifying the thermodynamics of denser, gas-like, near-critical and supercritical water. Last, it should be noted that the high uncertainty in the VEOS6 predictions is dominated by the relatively high uncertainty in $B_r$ for SPC/E at 673 K (see Table 2). Here, one notes that for $\rho_r > 0.2$ the overall uncertainty in VEOS6 grows rapidly as $\rho_r$ increases, owing largely to the effect of multiplying larger densities by the more imprecise value for $B_r$.

Kalinichev and Churakov explored the PVT properties of supercritical TIP4P water. They performed molecular dynamics simulations at three temperatures: 623, 673, and 773 K, which correspond to reduced temperatures of 1.04, 1.12, and 1.29, respectively. From inspection of Table 6, one notes that we do not have simulation results for $B_7$–$B_9$ for TIP4P at these three temperatures. Therefore, to obtain values for the virial coefficients at these three temperatures, we interpolate as was described for saturated vapor conditions. Figure 9 presents (Z − 1) versus $\rho_r$ for both VEOS5 and VEOS6 for TIP4P water and compares them to simulation data for the three temperatures of interest. From the figure, one notes that for reduced temperatures of 1.04 and 1.29, VEOS5 is only slightly more accurate than VEOS6. However, at $T_r = 1.12$, VEOS6 appears to reproduce the simulation data better out to larger reduced densities (~0.32).

3.1.2. Joule–Thomson Coefficient at Zero Pressure. An additional thermodynamic property of interest is $\mu^0$, the Joule–Thomson (J−T) coefficient at zero pressure. This coefficient, as a function of temperature, is often used to estimate the second virial coefficient. It can be used further to parametrize an intermolecular potential for a particular species under investigation. In addition, J−T coefficients give insight into inversion temperatures, which are important for throttling processes.
water models. These virial coefficients are then used in virial series to predict PVT properties of saturated vapor-phase water and supercritical water, as well as Joule–Thomson coefficients. When scaled by the critical properties, the coefficients for water are much larger in magnitude than those previously calculated for the LJ model. The virial series up to $B_6$ behaves well at supercritical temperatures, but at subcritical conditions, the series does not show evidence of convergence at saturated–vapor densities. It is unclear whether the failure of the series including $B_6$ indicates that simply more coefficients are required or that the series is not convergent at these conditions.
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