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Abstract

We consider worst case time bounds for NP-complete problems. For the \((k, 2)\)-satisfiability problem, we give a randomized algorithm that runs in time \(O^\ast((k!)^{n/k})\). This bound is \(O((k/c_k)^n)\) with \(c_k\) increasing to the asymptotic limit \(e\), and improves for \(k \geq 11\) over the \(O((0.4518k)^n)\) randomized bound of Eppstein [3]. A special case of \((k, 2)\)-satisfiability is \(k\)-colorability; here we achieve the above time bound for a slightly larger \(c_k\) that has the same asymptotic behaviour.
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1 Introduction

It is by now taken for granted that once a problem is shown to be NP-hard, it is extremely unlikely that it can be solved in worst-case time less than exponential in input size. Various attempts have been made to deal with this evidence of intractability of a problem. One approach is to design algorithms with polynomially bounded average-case running time, under the assumption that the input is drawn from some pre-specified probability distribution. Such algorithms are now viewed with disfavor since only extremely simple input distributions (such as uniform) facilitate an average-case analysis, and in any case it is not clear that average-case results truly reflect the performance of algorithms in practice. A more popular approach, applicable only to optimization problems, is to design approximation algorithms that run in polynomial time and deliver sub-optimal solutions but with some performance guarantee. It is more difficult to deal with NP-hard decision problems such as: satisfiability, graph k-colorability, or Hamiltonian paths. To extend the theory of approximation algorithms to such problems requires converting them to unnatural optimization problems.

Consider for example the problem of graph k-colorability, a problem usually motivated by pointing out its application to register allocation in compilers. Considerable effort has gone into the design of approximation algorithms for graph coloring, leading to the recent result of Karger, Motwani, and Sudan [8]. However, as pointed out by Motwani, Palem, Sarkar, and Reyen [13], register allocation requires the solution of the decision problem of whether a graph is k-colorable, or possibly determining a k-colorable subgraph, and most definitely not the optimization problem of finding a coloring of a k-colorable graph with the minimum possible number of colors (as a function of k). Thus, in the primary application of this problem the goal is to find the most efficient algorithm for the decision problem, and if that requires super-polynomial time, so be it. Typically, the graphs encountered in practice are reasonably small and it is not inconceivable that even an exponential time algorithm be implemented in this setting.

We believe that there is considerable value to the design of even exponential time algorithms for NP-hard decision problems, where the goal is to obtain running time smaller than that required for the naive approach of enumerating all possible solutions. For example, the satisfiability of a boolean formula with n variables can be determined in time $2^n \times n^{O(1)}$ in the worst-case. Here the goal should be to reduce the exponential dependence on n even if it is merely the reduction of the exponent by a constant factor. Note that reducing the exponent by a factor of 2 has tremendous value as it will double the size of input instances that can be successfully handled in practice. In fact, of late there has been considerable research into the issue of improving the exponent in the running time bound for problems such as k-satisfiability [9, 11, 14, 15, 18, 20, 21, 23], graph coloring [2, 10, 19], independent sets [6, 7, 12, 16, 17, 22], and Hamiltonian paths [1, 4, 5]. It should be noted that some algorithms for improved exponents are based on dynamic programming and require exponential space. For example, the algorithm of Held and Karp [5] for Hamiltonian paths has this defect and is infeasible in practice because even though practitioners may be willing to put up with exponential running time, it is unlikely that they will implement an exponential-space algorithm, preferring instead to use ad-hoc heuristics.
2 The \((k, l)\)-Satisfiability Problem

Throughout this paper, \(O^* (f(n))\) will denote \(O(n^c f(n))\).

Paturi, Pudlák, and Zane [14] gave a randomized algorithm running in time \(O^*(2^{(1 - \frac{1}{k})n})\) for solving the \(k\)-satisfiability problem with \(n\) variables. Schöning [21] gave a randomized algorithm running in time \(O^*((k/2)^n)\) for solving the \((k/2)\)-satisfiability problem. We combine ideas from these two results to give a randomized

\[ O^* \left( \prod_i \min \left( \frac{k_i}{2}, k_i! \frac{k}{i} \right) \right) \]

algorithm for \((k_i, 2)\)-satisfiability. This is the problem where variable \(x_i\) has \(k_i\) possible values and constraints involve two variables at a time; they may be taken to be of the form \(x_i \neq a \lor x_j \neq b\). The quantity \(\frac{k}{2}\) is smaller for \(k \leq 5\), while \(k! \frac{k}{i}\) is smaller for \(k \geq 6\) and is asymptotically \(k\).

When all \(k_i\) are equal to \(k\), this gives a randomized algorithm for \((k, 2)\)-satisfiability running in time \(O^*((k!)^{n/k})\), thus improving over the result of Schöning for \(k \geq 6\) and over the \(O((0.4518k)^n)\) bound with \(k > 3\) of Eppstein [3] for \(k \geq 11\).

Consider the following simple algorithm for \((k_i, 2)\)-satisfiability. Choose a variable \(x_i\) at random, and assign to it a value chosen at random from the \(k_i\) possible values; then restrict the sets of possible values for the remaining variables to values consistent with the chosen value for \(x_i\); repeat the above for the resulting problem on the remaining variables. We shall show that running this algorithm \(O^*(\prod_i k_i! \frac{k}{i})\) times produces a solution with probability close to 1 if one exists.

We want to solve the \((k_i, 2)\)-satisfiability problem. Let

\[ \phi_k = \frac{1}{k} \sum_{i=1}^{k} \log i = \frac{1}{k} \log(k!), \]

where the log is to base 2. For a solution \(x\), let

\[ \text{value}(x) = \prod_i \frac{1}{\text{poss}(i, x)}, \]

where \(\text{poss}(i, x)\) is the number of possible values for variable \(x_i\) in a solution, where the remaining variables are as in solution \(x\).

Lemma 1 Let \(S\) be the set of satisfying solutions, and suppose \(S\) is nonempty. Then \(\sum_{x \in S} \text{value}(x) \geq 1\).

Proof: Let \(x_1, x_2, \ldots, x_n\) be the variables. Construct a tree whose nodes at depth \(i\) (the root has depth 0) are the assignments to the first \(i\) variables that can be extended to solutions in \(S\). A partial solution at depth \(i - 1\) has as children the extensions of the partial solution that assign possible values for variable \(x_i\).

Now assign numbers to the nodes of the tree. The root has number 1. If a node has number \(r\), and has \(d\) children, its children have number \(r/d\). Thus the leaves have number
1/(d_1d_2\cdots d_n), where d_i is the number of children of the node at depth i - 1 in the path from the root to the leaf. Since the number at a node is the sum of the numbers at its children, the numbers in the leaves sum to 1. For a solution x at a leaf, we have d_i \geq \text{poss}(i, x), so value(x) \geq 1/(d_1d_2\cdots d_n) and therefore \sum_{x \in S} \text{value}(x) \geq 1.

Describe a solution x with respect to a random permutation of the variables, by choosing the value for each variable out of the values consistent with the values of variables that precede it in the permutation.

Lemma 2 A solution x can be encoded with a number of bits whose expected value is

$$\sum_i \frac{1}{k_i + 1 - \text{poss}(i, x)} \sum_{j=\text{poss}(i, x)}^{k_i} \log j \leq \sum_i \phi k_i - \log \text{value}(x).$$

Proof: Suppose first that the k - \text{poss}(i, x) forbidden values for variable x_i are each forbidden by a clause for a different variable x_j. Then in the ordering of these k+1-\text{poss}(i, x) variables, variable i may fall with equal probability in any position, proving the

$$\frac{1}{k+1-\text{poss}(i, x)} \sum_{j=\text{poss}(i, x)}^{k} \log j$$

bound. Note that by an averaging argument this quantity is at most

$$\frac{1}{k} \sum_{j=1}^{k} \log(j - 1 + \text{poss}(i, x)) \leq (k^{-1} \sum_{j=1}^{k} \log j) + \log \text{poss}(i, x),$$

proving the second bound.

It remains to argue that the case where the k - \text{poss}(i, x) forbidden values are forbidden one at a time is indeed the worst case. Suppose that we have a different case, and consider the variable x_j that forbids the largest number c of values for variable x_i. Insert variable x_j last in the choice of a random permutation of the variables. Thus, before x_j is inserted, we have r - 1 variables before x_i which forbid a values for x_i, and s - 1 variables after x_i which forbid b values for x_i, where a + b + c = k - \text{poss}(i, x). (We are assuming that no value is forbidden twice, which can only increase the bound.) Let b' = b + \text{poss}(i, x). Then the expected cost of the description, when x_j is inserted, is

$$\frac{r}{r+s} \log b' + \frac{s}{r+s} \log (b' + c).$$

Suppose instead that x_j is split into two variables, where the first one forbids one value and the second one forbids c - 1 values. We claim that we then get a larger bound. Indeed, we obtain

$$\frac{r(r+1)}{(r+s)(r+s+1)} \log b' + \frac{sr}{(r+s)(r+s+1)} \log (b' + 1) +$$

$$\frac{rs}{(r+s)(r+s+1)} \log (b' + c - 1) + \frac{s(s+1)}{(r+s)(r+s+1)} \log (b' + c)$$
as the bound. This quantity minus the previous one is
\[ \frac{rs}{(r+s)(r+s+1)}(\log(b' + 1) + \log(b' + c - 1) - \log b' - \log(b' + c)), \]
and indeed \((b' + 1)(b' + c - 1) \geq b'(b' + c)\).
Now choose a solution by choosing a random permutation of the variables and assigning consistent values in that order at random.

**Lemma 3** The probability of finding a solution is at least \(\frac{1}{2} \sum_i 2^{-\phi_i} \sum_i \log k_i \cdot \log \frac{k}{\log \frac{k}{2}} \cdot \log \frac{k}{\log \frac{k}{2}}\).

**Proof:** The probability that the length of the encoding will not exceed one more than its expected value, bounded by \(\sum_i \phi_i - \log \text{value}(x)\) in Lemma 2, is at least \(\frac{1}{\sum_i \log k_i}\), since encoding lengths are bounded by \(\sum_i \log k_i\). The probability that \(x\) will be obtained is thus at least
\[ \frac{1}{\sum_i \log k_i} 2^{-\left(\sum_i \phi_i - \log \text{value}(x) + 1\right)}. \]
Summing over all \(x \in S\), the probability is at least
\[
\sum_{x \in S} \frac{1}{\sum_i \log k_i} 2^{-\left(\sum_i \phi_i - \log \text{value}(x) + 1\right)} = \sum_{x \in S} \frac{1}{2 \sum_i \log k_i} 2^{-\sum_i \phi_i} \cdot \sum_i \log k_i \cdot \log \frac{k}{\log \frac{k}{2}} \cdot \log \frac{k}{\log \frac{k}{2}} \]
by an application of Lemma 1.

**Theorem 1** A solution can be found in randomized time \(O^*(\prod_i \min(k_i, \log k_i))\) with probability approaching 1.

**Proof:** A bound of \(O^*(\prod_i k_i^1)\) follows immediately from Lemma 3, since \(2^\phi = k^1\). To obtain the possibly smaller factor \(\frac{k}{2}\), notice that we may choose two out of \(k\) values for a variable at random, hitting the value in a chosen solution with probability \(\frac{2}{k}\). Once only two values are available, say \(x_1 \in \{0, 1\}\), then clauses \(x_1 \neq 0 \lor x_2 \neq a\) and \(x_1 \neq 1 \lor x_3 \neq b\) may be replaced by \(x_2 \neq a \lor x_3 \neq b\), thus eliminating \(x_1\).
class. Clearly, a satisfying solution corresponds to the choice of a single vertex from each color class. The constraints can be chosen to ensure any desirable property of the selected vertices. In fact, it is easy to see that constraints of the form \((x_i \neq a) \lor (x_j \neq b)\) can be used to require any of a large class of structures on the subgraph induced by the vertices selected from the color classes. For instance, these constraints can be used to rule out the selection of a vertex \(a\) in a color class \(i\) and simultaneously a vertex \(b\) in a color class \(j\) that are not adjacent in the original graph. (Of course, even more general conditions can be expressed in this form.) A specific example is to find a \(K\)-clique in the \(K\)-colorable graph; clearly, it must contain exactly one vertex from each color class. This is but one interesting problem that can be solved in the same time as the \((k, 2)\)-satisfiability problem.

Suppose now that we wish to \(k\)-color an \(n\)-vertex graph \(G\) that is indeed \(k\)-colorable. Let

\[
\phi_k = \frac{1}{k+1} \sum_{i=0}^{k-1} \left( 1 + \frac{i}{k} \right) \log(k - i),
\]

where the log is to base 2. Note that this \(\phi_k\) is smaller than the one in the more general \((k, 2)\)-satisfiability problem. This is achieved by assuming, without loss of generality, that every vertex has at least \(k\) neighbors, giving \(k + 1\) placements for a vertex relative to its neighbors in the random ordering used by the algorithm. The details of the analysis are in the appendix.

**Theorem 2** A valid \(k\)-coloring, if one exists, of an \(n\)-vertex graph \(G\) can be found in randomized time \(O^\ast((\min(\frac{k}{2}, 2^{\phi_k})^n)\) with probability approaching 1. The running time is thus \((\frac{k}{2}(1 + o(1)))^n\)

The quantity \(2^{\phi_k}\) is asymptotically bounded by \(k/e\). Note \(2^{\phi_k} = 2^{1/3}3^{1/4} = 1.658\), \(2^{\phi_4} = 2.051\), \(2^{\phi_5} = 2.441\), \(2^{\phi_6} = 2.828\), and \(2^{\phi_7} = 3.212\). Thus \(2^{\phi_k} < \frac{k}{2}\) for \(k \geq 5\). It turns out that a dynamic programming algorithm can perform much better for large values of \(k\). However, the preceding results are still interesting since the dynamic programming algorithm requires exponential space, while the space for the above algorithm is linear. Note that Eppstein [3] has presented an algorithm for the case of graph 3-coloring that runs in time \(O(1.3289^n)\).

**Theorem 3** A dynamic programming algorithm can find a valid \(k\)-coloring, if one exists, of an \(n\)-vertex graph in time \(O^\ast((1 + 3^{1/3})^n) = O(2.442^n)\). Within polynomial space, for \(k = 3\), the running time can be improved to \(O^\ast(3^{n/3}) = O(1.442^n)\); for \(k = 4\) it can be improved to \(O^\ast(3^{n/3}3^{n/4}) = O(1.898^n)\), and for \(k = 5\) it can be improved to \(O^\ast(3^{n/3}3^{n/4}) = O(2.468^n)\).

**Proof:** The dynamic programming algorithm is based on the enumeration of maximal independent sets in a graph, a problem which has been studied earlier in the literature [6, 7, 12, 16, 17, 22]. The number of maximal independent sets on an \(n\)-vertex graph is at most \(3^{n/3} = 1.442^n\). The proof works by induction. If a vertex has degree at least 3, then \(a_n \leq a_{n-1} + a_{n-2}\) by considering whether the chosen vertex is in the maximal independent set or not. We are left with the case where all vertices have degree at most 2, i.e., a union of paths and cycles. It is easy to see that a union of triangles is the worst case.

Thus, a graph can be 3-colored in \(O^\ast(3^{n/3})\) time, since the above proof is constructive. Similarly, it is easy to see that a graph can be 4-colored in time \(O^\ast(3^{n/3}3^{n/4}) = O(1.898^n)\),
by assuming that the first independent set has size at least $n/4$. Further, a graph can be 5-colored in $O^*(3^{n/3}/(3^{n/3}/3^{n/5})^{3^{n/5}}) = O(2.408^n)$ time.

To get a $k$-coloring with dynamic programming, we can just consider the $\binom{n}{r}$ subsets of size $r$, find their maximal independent sets in time $O^*(3^{r/3})$, then determine the number of colors for a smaller set of left over vertices (already precomputed). The running time is $\sum_{r} \binom{n}{r} 3^{r/3} = (1 + 3^{1/3})^n = 2.442^n$.

If we want to avoid all the storage for dynamic programming, we can partition into $\lceil k/2 \rceil$ bipartite graphs with an additional independent set for $k$ odd. The running time is $O^*((\lceil \frac{k}{2} \rceil)^n)$. Compare this with removing independent sets, the first one in $3^{\frac{n}{3}}$, the next one in $3^{\frac{n}{3}}$, and so on up to $3^{\frac{3}{3}}$; this gives $3^{(\frac{k+1}{2}-1)n}$, which is only an improvement for $k \leq 5$ as stated in the preceding theorem.
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A Analysis for Graph Coloring

We now present the proof of Theorem 2 that was stated earlier. Assume that we wish to k-color an n-vertex graph G that is indeed k-colorable. Recall that

\[ \phi_k = \frac{1}{k + 1} \sum_{i=0}^{k-1} \left( 1 + \frac{i}{k} \right) \log(k - i), \]

where the log is to base 2. For a coloring x, let

\[ \text{value}(x) = \prod_v \frac{1}{k - \text{nbr}(v, x)}, \]

where \( \text{nbr}(v, x) \) is the number of colors of neighbors of vertex v in the coloring x.

Lemma 4 Let S be the set of all valid k-colorings, and suppose S is nonempty. Then \( \sum_{x \in S} \text{value}(x) \geq 1 \).

Proof: Order the vertices \( v_1, v_2, \ldots, v_n \). Construct a tree whose nodes at depth i (the root has depth 0) are the colorings of the first i vertices that can be extended to colorings in S. A partial coloring at depth i − 1 has as children extensions of the coloring that assign possible colors for \( v_i \).

Now assign numbers to the nodes of the tree. The root has number 1. If a node has number r, and has d children, its children have number \( r/d \). Thus the leaves have number \( 1/(d_1 d_2 \cdots d_n) \), where \( d_i \) is the number of children of the node at depth i − 1 in the path from the root to the leaf. Since the number at a node is the sum of the numbers at its children, the numbers in the leaves sum to 1. For a coloring x at a leaf, we have \( d_i \geq k - \text{nbr}(v_i, x) \), so \( \text{value}(x) \geq 1/(d_1 d_2 \cdots d_n) \), and therefore \( \sum_{x \in S} \text{value}(x) \geq 1 \).

Assume every vertex has degree at least k. Describe a coloring x with respect to a random permutation of the vertices, by choosing the color for each vertex out of the colors different from those of adjacent vertices preceding in the permutation.

Lemma 5 A valid coloring x can be encoded with \( \phi_k n - \log \text{value}(x) \) expected number of bits.

Proof: Assume first that x is isolated, that is the neighbors of v use \( k - 1 \) colors for each v, so that \( \text{value}(x) = 1 \). Choose v and k of its neighbors to include all k colors. In a random permutation of these \( k + 1 \) vertices, v falls in position \( 0 \leq i \leq k \), each with probability \( 1/(k + 1) \). Only one color repeats. The probability that this color repeats before v is \( \binom{k}{i}/\binom{k}{2} \). The encoding length of v then has expected value

\[ \frac{1}{k + 1} \sum_{i=0}^{k} \frac{k}{k} \log(k - i + 1) + \left( 1 - \frac{k}{k} \right) \log(k - i) = \phi_k, \]

proving the \( \phi_k n \) bound.
If the neighbors of \( v \) have \( k - j \) colors, we get an upper bound by replacing \( \log(k - i) \) with \( \log(k - i + j - 1) \), that is

\[
\frac{1}{k+1} \sum_{i=0}^{k-1} \left( 1 + \frac{i}{k} \right) \log(k - i + j - 1)
\]

\[
\leq \frac{1}{k+1} \sum_{i=0}^{k-1} \left( 1 + \frac{i}{k} \right) \left( \log(k - i) + \log j \right)
\]

\[
= \phi_k + \frac{1}{k+1} \sum_{i=0}^{k-1} \left( 1 + \frac{i}{k} \right) \log j
\]

\[
= \phi_k + \log j = \phi_k + \log(k - \text{nbr}(v, x)),
\]

establishing the \( \phi_k n - \log\text{value}(x) \) bound.

Now choose a coloring by picking a random permutation of the vertices and assigning valid colors in that order at random.

**Lemma 6** The probability of finding a valid coloring is at least \( \frac{1}{2(\log k)n} 2^{-\phi_k n} \).

**Proof:** The probability that the length of the encoding will not exceed one more than its expected value, bounded by \( \phi_k n - \log\text{value}(x) \) in Lemma 2, is at least \( \frac{1}{(\log k)n} \), since encoding lengths are bounded by \( (\log k)n \). The probability that \( x \) will be obtained is thus at least \( \frac{1}{(\log k)n} 2^{-\phi_k n \log\text{value}(x) + 1} \). Summing over all \( x \in S \), the probability is at least

\[
\sum_{x \in S} \frac{1}{(\log k)n} 2^{-(\phi_k n - \log\text{value}(x) + 1)}
\]

\[
= \sum_{x \in S} \frac{1}{2(\log k)n} 2^{-\phi_k n \log\text{value}(x)}
\]

\[
\geq \frac{1}{2(\log k)n} 2^{-\phi_k n}
\]

by an application of Lemma 1.

This implies the result stated in Theorem 2; the possibly smaller \( k/2 \) term is obtained by selecting two colors for each vertex, at random, and solving the resulting 2-satisfiability problem.